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ABSTRACT Some approaches to machine learning (ML) such as Boltzmann machines (BM) can be reformu-

lated as energy based models, which are famous for being trained by minimization of free energy. In the

standard contrastive divergence (CD) learning the model parameters optimization is driven by competition of

relaxation forces appearing in the target system and the model one. It is tempting to implement a physical

device having natural relaxation dynamics matching minimization of the loss function of the ML model. In the

article, we propose a general approach for the design of such devices. We systematically reduce the BM,

the restricted BM and BM for classification problems to energy based models. For each model we describe a

device capable of learning model parameters by relaxation. We compare simulated dynamics of the models

using CD, Monte-Carlo method and Langevin dynamics. Benchmarks of the proposed devices on generation

and classification of hand-written digits from MNIST dataset are provided.

KEYWORDS Machine learning, Boltzmann machine, energy based model, dissipative training.
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1. Introduction

The recent machine learning (ML) development revolutionized the field of artificial intelligence and unleashed rapid

progress in natural language processing, robot motion planning, art generation and so on. Part of the rapid development

can be attributed to the appearance of new ML models such as transformers, but the appearance of human-like behavior

is connected with the increase of capacity of the models [1]. At the moment, training of large models is an expensive task

requiring 105 hours of A100 GPU and costs millions of dollars. To obtain even more complex models further increase

of performance and memory size of hardware simulating the models is required. The state of the art hardware originates

from computer graphics accelerators and is not optimal for computation of essentially analogue artificial neural networks

(ANN) and similar models. This leads in particular to the huge energy consumption of electric computers based ML

compared to biological neural networks.

Various new approaches for implementation of ML using new physical principles are proposed, e.g. photoelectronic

circuits speed up image processing thousands times faster than Tesla A100 [2]. One of the approaches lies in designing

ML models on top of magnetic devices [3, 4]. The approach extends the boundaries of spintronics, which is a likely

replacement of modern electronics. Some ML models are especially appealing for implementation as magnetic devices

since they originated from physical models. One approach uses topological solitons to transmit impulses between artifi-

cial neurons [5]. Probably before the emergence of such neuromorphic devices, we will see the appearance of magnetic

racetrack memory working on the same principle [6, 7]. The ML model, which is most close to a physical system is the

Boltzmann machine (BM) [8], that can be considered the stochastic Ising machine, and therefore can be physically imple-

mented as interconnected spin islands [9]. BM has a variety of uses including associative memory, solving combinatorial

optimization problems, generation of images, features extraction and so on.

BM consists of spins, which interact with each other and the environment, resulting in Boltzmann distribution of

the spins energy. The BM is trained by variation of the interaction constants to match the probability distribution (PD)

to a target one. In the simulation, sequence of states of BM are computed by Monte-Carlo methods and its weights

are optimized using contrastive divergence (CD) method. The CD method implements a variant of Hebbian rule, which

makes training of BM similar to the learning of biological organisms. Earlier attempts to train BM showed that it is not

practical for any hard problems, but BM with restricted connections (RBM) can be efficiently simulated and are in use

now especially in the form of stacked BMs.

Besides numerical simulation of BM as a variant of ANN, BM has been implemented as a number of physical

devices, including the one based on tunnel magnetic junctions [10]. The Ising model also forms a basis for D-Wave

quantum computer, which however uses quantum annealing instead of stochastic dynamics for computations [11]. The

vast majority of BM implementations do not support training in hardware. Instead they rely on traditional computers to

© Lobanov I.S., 2023
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solve the optimization problem. We will pursue the goal to develop a self-training device capable of adapting to continuous

feed of training data. An especially simple device can be obtained, if training can be reformulated as a naturally occurring

physical process.

BM belongs to the class of so-called energy-based models (EBM) [12]. A useful feature of the models is that

minimization of the loss function is equivalent to energy minimization [13, 14]. The observation makes it possible to

apply a physically inspired method to ML, e.g. simulation of Langevin dynamics achieving better results than other

likelihood models [15].

Our initiative is to implement BM loss minimization as a relaxation in a magnetic device. In the article [16], we

proposed an extended BM machine whose weights are included to degrees of freedom (DoF). We showed that the energy

minimization of the system leads to memorization of the trained samples. This kind of device can be used as an associative

memory, but it is not suitable for answering questions with a non-deterministic answer. In the present article we generalize

the approach to a stochastic model capable of generation of arbitrary probability distributions. Similar idea was carried out

in [17] that made it possible to implement plasticity of the energy landscape of a few atom BM demonstrating self-learning

to some extent.

In the article, we systematically derive EBMs for BM with only visible neurons (Section 2), BM containing hidden

neurons (Section 3) and BM with loss function specialized for classification problems (Section 4). For all the variants

of BM, we propose an approach for physical implementation of a device, whose relaxation matches minimization of

the corresponding loss functions. We also provide examples of application of the approach, studying a simple model of

tuning variation of normal distribution in Section 2.1 and benchmarking hand-written digits generation (Section 3.2) and

classification (Section 4.1).

2. Dissipative training

Consider an arbitrary physical system with energy functional E[x] depending on the system state x. Suppose the

system is in thermal equilibrium with a thermal reservoir, hence the state of the system is random and is described by

Boltzmann probability distribution:

p(x) = Z−1Z(x), Z(x) = e−βE[x],

where β = 1/kBT is the inverse temperature, and Z is the partition function:

Z =
∑

x

Z(x) ⇒
∑

x

p(x) = 1.

We use notation for summation over a discrete state space for simplicity of presentation, however, the theory is valid

for arbitrary measurable state space and the Lebesgue–Stieltjes integral can be substituted for sums, and an appropriate

probability measure for Z(x). Helmholtz free energy is defined by

F = −
1

β
logZ ⇒ p(x) = e−β(E[x]−F ). (1)

The Shannon entropy is defined by

H(p) = Ex∼p[− log p(x)] = −
∑

x

p(x) log p(x).

It coincides with the Gibbs entropy up to the Boltzmann constant factor: S = kBH . Due to (1), the entropy is related to

the free energy and mean value of energy with respect to the distribution p:

H(p) = βEp[E − F ] = β(Ep[E]− F ).

The mean energy can be computed in terms of the partition function:

∂(βF )

∂β
= −

∂ logZ

∂β
= −Z−1 ∂Z

∂β
= Z−1

∑

x

Z(x)E[x] = Ep[E]. (2)

In machine learning, the system can be used as a generator of samples with PD p. In practice, we want the distribution

to match a given distribution p̃. To compare the model distribution p with a target one p̃, the Kullback–Leibler (KL)

divergence can be used:

DKL(p̃ ‖ p) = Ex∼p̃

[

log
p̃(x)

p(x)

]

=
∑

x

p̃(x) log
p̃(x)

p(x)
= H(p̃, p)−H(p̃),

where H(p̃) is the entropy for the distribution p̃ and the cross-entropy is defined by:

H(p̃, p) = Ex∼p̃[− log p(x)] = −
∑

x

p̃(x) log p(x).

The KL divergence is not-negative and is equal to zero if and only if the distributions p and p̃ coincide. Although DKL

is not a metric, since it is not symmetric, the two mentioned properties make the KL divergence a good choice for loss

function for system parameters optimization for the system to learn the target distribution p̃. The learning is possible, if
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the system depends on parameters θ then we can minimize loss function with respect to the parameters. The parameters

will be discussed below, for the moment, we can work in very general settings.

Since the model PD p is generated by the considered system, the cross-entropy can be expressed in terms of the mean

and free energy using (1):

H(p̃, p) = βEp̃[E − F ] = β(Ep̃[E]− F ).

The expression for the cross-entropy differs from the entropy of p only by the distribution used for averaging the energy.

Suppose that the distribution p̃ is generated by an analogous system, but with a different expression for the energy.

We will put tilde above all values related to the system with the PD p̃ over the states, in particular,

p̃(x) = exp
(

−β(Ẽ(x)− F̃ )
)

.

The KL divergence simplifies to:

DKL(p̃ ‖ p) =

H(p̃,p)
︷ ︸︸ ︷

β(Ep̃[E]− F )−

H(p̃)
︷ ︸︸ ︷

β(Ep̃[Ẽ]− F̃ ) = βEp̃[E − Ẽ] + β(F̃ − F ).

Therefore, the learning of the distribution p̃ is equivalent to equalization of the free energies for p̃ and p.

Let both energies E and Ẽ be two implementations of the same model for different parameters:

E(x) = E(x; θ), Ẽ(x) = E(x; θ̃).

Then the learning is done by optimizing the loss with respect to θ. The simplest optimization procedure is the gradient

descend, when the parameters are updated according to the rule:

θ 7→ θ − ν
∂DKL

∂θ
,

where ν defines learning rate. Since the values with tilde do not depend on θ, the KL divergence simplifies:

∂DKL

∂θ
= β

∂

∂θ
(Ep̃[E]− F ).

In virtue of independence of p̃ on θ, the differentiation and averaging can be swapped. The free energy derivative can be

computed as follows:

∂F

∂θ
= −

1

βZ

∂Z

∂θ
= −

1

βZ

∑

x

∂Z(x)

∂θ
=

1

Z

∑

x

Z(x)
∂E(x)

∂θ
=

∑

x

p(x)
∂E(x)

∂θ
= Ep

[
∂E

∂θ

]

. (3)

Finally, the parameter update rule is driven by the velocity f :

θ 7→ θ + (νβ)f, f = Ep̃

[
∂E

∂θ

]

− Ep

[
∂E

∂θ

]

. (4)

It is worth noting that the parameter θ̃ does not present in the final expression. Moreover, the origin of p̃ does not matter

below, so we will not restrict p̃ in any way below.

The key observation of the article is that the update rule coincides with the relaxation dynamics for the variable θ.

Indeed, suppose θ is a DoF for the considered system, but we assume θ to be a slow variable, so that at each moment of

time, the distribution of x is given by the p for the fixed θ. The relaxation dynamics of θ is described by:

θ̇ = −α
∂E

∂θ
,

where α is the damping parameter. Averaging over the ensemble, we obtain the second addendum in (4). Moreover,

assuming ergodicity, the addendum can be approximated by the time average:

Ex∼p

[
∂E(x; θ)

∂θ

]

=

〈
∂E

∂θ

〉

t

.

The first addendum in (4) is more complex, since the distribution p̃ is external for the system. To take p̃ into account, we

extend our system, including new degrees of freedom x̃. The vector x̃ belongs to the same state space as x, but we assume

x̃ be externally driven, so that its distribution at every moment of time is given by p̃ and they are uncorrelated at different

moments of time. Then the first addendum can be obtained as time averaging of:

Ex̃∼p̃

[
∂E(x̃; θ)

∂θ

]

=

〈
∂E(x̃; θ)

∂θ

〉

t

.

We define total energy of the new system according to the requirements:

(1) Energy E[x̃] is opposite to the energy E[x].
(2) x̃ and x interact with the same parameters state θ.
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statestate

b)

visiblevisible

hidden hidden

c)

label

feature

label

FIG. 1. Proposed designs of self-training BM. Circles represent DoF: bold line marks slow vari-

able/weights, double-line marks fast variables, punctured boundary marks externally driven DoF. The

system is split to two lobes: the right one is a copy of the left one with externally driven DoFs sub-

stituted for some fast variables. Segments between circles indicate interactions. (a) BM learning PD

demonstrated on x̃ and generating the PD on x. (b) BM contains hidden neurons y and ỹ; training data

is demonstrated on x̃, the result is read from x. (c) BM for classification problem; features x̃ and labels

ỹ from the training set are driven by external forces; predicted PD over labels is read from y.

Then the total energy is defined by:

ET = E(x; θ)− E(x̃; θ).

Summing up all properties above, we conclude that f can be obtained by averaging of the relaxation force:

f =

〈
∂ET

∂θ

〉

t

.

We conclude that the relaxation dynamics of the extended system is a continuous version of the stochastic gradient

descent for the minimization of the KL divergence. Since the approach is quite general, it opens many opportunities for

implementation of self-learning devices. In the following sections, we consider several examples.

2.1. Standard deviation learning

Consider simple case of a single continuous random variable x having normal distribution with mean m and standard

deviation σ = θ−
1

2 :

p(x) = Z−1 exp

(

−
θ(x−m)2

2

)

.

The PD can be considered Boltzmann distribution for the energy

E =
θ(x−m)2

2
,

and the constant temperature β = 1. The partition function in the case is well known:

Z =
√

2π/θβ.

The optimization of the mean m is relatively simple and was already solved in [16]. Here we let m = 0 and focus on

optimization of θ. The free energy of the model system:

F =
1

2β
(log θ + log β − log(2π)) .

According to (2) the mean energy is:

Ep[E] =
∂(βF )

∂β
=

1

2β
. (5)

Suppose target distribution p̃ is also normal with standard deviation σ̃ = θ̃−
1

2 . The expectation value of E with

respect to p̃ is obtained by rescaling:

Ep̃[E] =

〈
θ

θ̃
Ẽ

〉

p̃

=
1

2β

θ

θ̃
.

KL divergence between the distributions is given by:

DKL(p̃ ‖ p) = βEx∼p̃[E(x)− Ẽ(x)] + β(F̃ − F ) =
1

2

(
θ

θ̃
− 1

)

+
1

2

(

log θ̃ − log θ
)

.
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FIG. 2. Convergence of estimation of standard deviation parameter θ using EBM: CD learning (solid

line), free energy minimization using Metropolis–Hastings algorithm (dashed line) and Langevin dy-

namics (dotted line). Target value of the parameter is 1, initial value is 3. Mean value of the parameter

estimate (left panel) and standard deviation of (right panel) obtained by averaging over 20 runs and

1000 consecutive samples.

The divergence has only one minimum at θ = θ̃ as expected. The derivative of the KL divergence will be used below to

make optimization algorithms:

∂DKL

∂θ
=

1

2

(
1

θ̃
−

1

θ

)

. (6)

2.2. Dissipative learning

Above we considered the parameter θ to be fixed. Here we suppose that θ a slow DoF of the system. Then relaxation

dynamics will push θ in the direction opposite to

∂E

∂θ
= −

x2

2
.

Assuming x is a fast variable, the derivative can averaged over x:

Ex∼p

[
∂E(x; θ)

∂θ

]

= −

√

θ

2π

∫
∞

−∞

x2

2
exp

(

−
θx2

2

)

dx = −
1

2θ
.

It is worth noting that the derivative of the mean energy with respect to θ is zero according to (5), that is the expectation

value and the differentiation do not commute. It turns out that the dissipation generates the same dynamics as the second

addendum in (6). The first addendum here gives a reference point and is essential to obtain the correct stationary state.

The first addendum can also be interpreted as mean energy, but with respect to the target distribution p̃:

Ex̃∼p̃

[
∂E(x̃; θ)

∂θ

]

= −
1

2θ̃
.

Then optimization direction will coincide with mean relaxation force if we expand the system with the second part

depending on x̃ and assuming the second part has opposite energy to the first one:

∂DKL

∂θ
= Ex∼p,x̃∼p̃

[
∂ET

∂θ

]

, ET (x, x̃; θ) = E(x; θ)− E(x̃; θ).

In the real system, the expectation values can be obtained either by averaging over ensembles or over time. The distribution

p̃ can be enforced to the variable x̃ by an external force demonstrating the training set to the device. Obtaining opposite

signs of energy for two parts of the system for the same value of the parameter θ is the most challenging task in designing

real devices. Consider one example of such an implementation. Energy of liquid crystal interaction with an external

electric field has the following form [18]:

E = −
∆ǫ(n ·E)2

8π
,

where E is electric field, n is the director vector, and ∆ǫ is anisotropy of permittivity. Let the electric field have fixed

direction z and be proportional to the parameter θ. Let x be projection of the director n to z. Then the energy coincides

with the considered above up to a constant. Sign of the constant is determined by ∆ǫ which can be both positive and

negative depending on the exact choice of the liquid crystal. It means that by choosing ∆ǫ of opposite signs for two lobes

x and x̃ we will obtain opposite energies for the same value of the external field θ.
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2.3. Contrastive divergence training

Contrastive divergence (CD) is probably the most popular method used for training EBMs. The method belongs to

the family of gradient descent methods sharing the update rule:

θ 7→ θ + ηf, f ≈ −
∂DKL

∂θ
,

where η > 0 is the learning rate constant and f is an approximation to the steepest descent direction on the loss surface.

The optimization algorithm here is a variant of stochastic gradient descent:

(1) Get a sample x̃ from the training set.

(2) Sample x from the distribution p given for the current θ.

(3) Compute dissipation force f = ∂E(x̃; θ)/∂θ − ∂E(x; θ)/∂θ .

(4) Update weights θ 7→ θ + ηf .

(5) Repeat.

To estimate the force f more accurately, one can sample values in batches and then average the force over all batches.

Nevertheless, if the learning rate η is sufficiently small, the averaging of the generated force in time gives a good enough

estimate of the expectation value to obtain convergence.

2.4. Metropolis–Hastings algorithm

For complex systems sampling values x from the PD p is generally difficult since the partition function Z is not

known. It is common in this case to sample values using Metropolis–Hastings (MH) algorithm. In this case, values of x
are not independent between steps, but rather form a Markov chain. To define the chain we need an auxiliary probability

density g(y|x) called proposal density, which gives us a new candidate y given a previous value x. We will assume g
symmetric: g(x|y) = g(y|x). The generation of x according to MH algorithm is done as follows:

(1) Sample y according to the distribution g(y|x) for the given previous value of x.

(2) Calculate the acceptance rate α = Z(y; θ)/Z(x; θ).
(3) Generate a uniform random number u ∈ [0, 1].
(4) If u ≤ α, accept y as a new value of x.

(5) Otherwise let x preserve its value.

The optimization algorithm with MH sampling is the same as in the previous section, but the previous value of

x is used to generate its new value. The emerging correlations between adjacent samples can increase spread of the

optimization direction estimates f , which will require a decrease of the training rate constant to maintain convergence.

For the benchmark below we took proposal density g(y|x) to be normal with the mean value y and standard deviation

0.5.

2.5. Langevin dynamics

Dynamics arising from the Monte-Carlo method described in the previous section is suitable to obtain correct es-

timates of expectation values, however it does not correspond to the real dynamics. In many cases, the dynamics is

described by a variant Langevin equation, such as the stochastic Landau–Lifschitz–Gilbert (LLG) equation for magnetic

systems. In the discretized form the Langevin equation for one variable can be written as follows:

xt+1 = xt − η′
∂E(xt; θt)

∂x
+W t,

where W t has a normal distribution with zero mean and standard deviation
√

2/η′ and W t for different t are independent.

The distribution of xt is the same Boltzmann distribution as above for the inverse temperature β. Dynamics of the slow

variable θ are described by relaxation in the same way as above:

θt+1 = θt − ηf t, f t =
∂E(x̃t; θt)

∂θ
−

∂E(xt; θt)

∂θ
.

For the benchmark below we generated training samples x̃ by Langevin equation with parameter θ set to the target

value θ̃. Time scale for the fast variable was defined by the ratio: η′/η = 500.

2.6. Benchmark

We compared performance of CD, dissipative learning with MH sampling and Langevin dynamics on the learning

parameter θ of the normal distribution introduced in Section 2.1. The initial value of parameter was set to 3, while the

target value equals 1. We set learning rate to 2 · 10−4 and made 1.6 · 105 steps by all algorithm repeating the procedure

20 times. For each of the algorithms we averaged estimates of the parameter θ over 1000 consecutive samples, and also

estimated standard deviation of the estimates on the same intervals. The results are presented in Fig. 2.2. All the methods

perform equally well on average having the same convergence rate. Correlations between adjacent samples in Monte-

Carlo based method and in Langevin dynamics produce 3 − 4 times large variation of the estimate as expected. We can

conclude that real-world physical dynamics is as suitable for training the ML model as a generally accepted CD method.
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3. Hidden neurons

In Section 2, we described a general approach for turning arbitrary dissipative systems into a self-training machine.

The class of generated PDs is defined by energy functional E. Although we have not imposed any restrictions on the

energy (except of being bounded from below) and arbitrary PD can be generated under appropriate choice of the energy,

in practice we have rather restricted choice of energies available for physical implementations. Standard BM is based on

the Ising model, having the quadratic energy functional:

E[x] =
1

2

∑

jk

wjkxjxk +
∑

j

bjxj , (7)

with xj representing the state of a spin j (playing the role of a neuron) taking values xj = ±1. The parameters θ = (w, b)
consist of connection strengths wjk between neurons j and k and biases bj for every neuron j. The functional E allows to

tune mean values and covariance of components of x, but it is impossible to obtain a nontrivial joint distributions of three

and more neurons. More complex inter-dependencies between neurons can be obtained using the same quadratic energy

functional, if we include new hidden DoF.

Suppose the variables x describe visible neurons, whose state is described by the training set, and which are output of

the model. Introduce new DoF denoted y playing the role of hidden variables. Now the energy functional depends on x,

y and θ. We do not impose any constraints on the energy functional, but for clarity of presentation we recall an example

of such functional used in restricted BM (RBM):

E[x] =
1

2

∑

jk

wjkxjyk +
∑

j

ajxj +
∑

k

bkyk, (8)

where a and b are biases for visible and hidden neurons, respectively, and the interaction is nonzero only between units of

different classes (visible, hidden, weight). The energy functional for RBM coincides with (7) with the vector x extended

by y with additional constraints forbidding interaction between neurons of the same type.

As in Section 2, we assume θ to be slow variables, then for given θ we have joint PD

p(x, y; θ) = Z−1Z(x, y), Z(x, y) = exp(−βE[x, y; θ]), Z =
∑

x,y

Z(x, y). (9)

The visible neurons state is described by the marginal PD:

p(x) =
∑

y

p(x, y) = Z−1Z(x), Z(x) =
∑

y

Z(x, y). (10)

For example, the marginal distribution for RBM is notably easy to compute, since for a fixed x the components of y
are independent. Easy algebra leads us to the result:

p(x|y) = Z−1
∏

j

e−βajxj

∏

k




∑

j

e−β∆j + eβ∆j





−1

, ∆j =
∑

k

wjkyk. (11)

Introducing sufficiently many hidden neurons, an arbitrary PD p(x) can be attained.

The training problem is to find parameters θ such that the marginal distribution p(x; θ) minimizes distinction with a

target PD p̃(x). The loss function can be defined as cross-entropy, which as we have seen above gives the same minimum

as KL divergence, since entropy of p̃ does not depend on θ and does not affect the result:

H(p̃; p) = Ex∼p̃[− log p(x)] = −
∑

x

p̃(x) log p(x).

The only change here compared to Section 2 is that p(x) is a marginal distribution. In virtue of (10),

H(p̃; p) = F −
∑

x

p̃(x) logZ(x), F =
∑

x

p̃(x) logZ, (12)

where F is the Helmholtz free energy.

Now we compute the gradient of the loss with respect to parameters, which is used for the loss minimization. The

derivative of the free energy is the same as in Equation (3):

∂F

∂θ
= −β

∑

x,y

p(x, y)
∂E(x, y)

∂θ
= −βEx,y∼p

[
∂E(x, y)

∂θ

]

.

For a fixed x the second addendum in (12) is a conditional expectation of the relaxation force:

∂

∂θ
logZ(x) = Z−1

∑

y

∂Z(x, y)

∂θ
= −β

∑

y

p(y|x)
∂E(x, y)

∂θ
= −βEx,y∼p

[
∂E(x, y)

∂θ

∣
∣
∣
∣
x

]

, (13)
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where the conditional probability is given by:

p(y|x) =
p(x, y)

p(x)
=

Z(x, y)

Z(x)
.

Taking mean over the target PD we obtain the derivative over the second addendum:

∂

∂θ

∑

x

p̃(x) logZ(x) = −β
∑

x,y

p̃(x)p(y|x)
∂E(x, y)

∂θ
= −βEx∼p̃

[

Ey∼p

[
∂E(x, y)

∂θ

∣
∣
∣
∣
x

]]

.

Finally, the loss derivative is mean difference between energy gradients averaged on the target and model distributions:

∂L

∂θ
= β

(

Ex∼p̃

[

Ey∼p

[
∂E(x, y)

∂θ

∣
∣
∣
∣
x

]]

− Ex,y∼p

[
∂E(x, y)

∂θ

])

. (14)

The averaging over hidden variables y both times happens with respect to the model distribution p, hence we obtain the

same result as in Section 2, but all values should be considered as values averaged over hidden DoF.

The system whose relaxation coincides with minimization of the loss can be constructed applying the same principles

as in Section 2.

(1) The average over the ensemble is changed to the time average.

(2) Every addendum in (14) is generated by one of two copies of the system, which share weights θ and exchanges,

but has its own examples of x and y. The energies of the copies are chosen opposite.

(3) The variables x̃ are controlled by external forces, which recreate distribution p̃.

(4) The dynamics of the weights θ are dominated by relaxation. The weights must be slow variables, x and y are fast

variables.

A schematic of the proposed device with hidden variables is shown in Fig. 2.b. The exact dynamics of the device is

not important as soon as it guaranties the condition (4). For example, Monte-Carlo simulation results in the contrastive

divergence method widely used for training RBM in ML. Langevin dynamics can be a more adequate method for real

physical system simulation.

3.1. Monte-Carlo simulation

Correct distribution of variables x, y and ỹ for a fixed θ can be generated using Metropolis–Hastings algorithm. The

approach does not take into account exact dynamics, but generates correct mean values of energy and energy gradients,

which are the only values affecting the dynamics of slow variables θ. This method allows us to cover wide range of

physical implementations of BM including magnetic in the approximation of the Ising model.

Here we focus on RBM, which energy is defined by (8). By definition visible and hidden neurons in RBM do

not interact, therefore for a fixed hidden neurons state y the individual components of the visible neurons state x are

independent and vice versa. In particular, conditional distribution of x given y is given by (11). This allows us to

efficiently generate in the parallel manner samples of y given x and x given y. For example, the following algorithm is

used to generate samples of x.

(1) Compute difference of energies of states that differs by single bit j:

∆j = 2
∑

jk

Ejkyk + 2aj .

(2) Compute conditional probability of xj = 1 given y:

pj = p(xj = 1|y) =
1

1 + e∆j
.

(3) Generate vector ξ of uniformly distributed values ξj ∈ [0, 1].
(4) Set component j of the generated vector xj to 1 if ξj <= pj and to −1 otherwise.

The simulation is done step by step. We put the upper index t over all values for the time step t. The initial value of

x0 is arbitrary. On each iteration all the values are updated as follows:

(1) x̃t+1 is sampled from the training set.

(2) Random ỹt+1 is generated by the above algorithm for the given x̃t+1 and θt.
(3) Random yt is generated by the algorithm above for the given xt and θt.
(4) Random xt+1 is generated by the algorithm above for given yt and θt.
(5) The relaxation force is computed:

f t+1 =
∂

∂θ
E(xt+1, yt+1; θ)−

∂

∂θ
E(x̃t+1, ỹt+1; θ).

(6) Update the parameters:

θt+1 = θt + ηf t+1 +W t.

(7) Repeat.
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FIG. 3. (Upper panel) First 256 images of MNIST dataset scaled to 14×14 and converted to black and

white. (Lower panel) State of visible neurons of the RBM after 800 epoch of training shown on every

16-th simulation step. Images are listed from left to right and from top to down.

The parameter update on step (6) is done simulating Langevin dynamics for slow variables θ. The “learning rate”

parameter η should be small enough to ensure convergence, which in physical terms means that dynamics of θ must be

much slower than of fast variables x and y. The addendum W is a random noise, whose amplitude is proportional to the

temperature T . Since the smallest value of the error is reached at minimum of the energy, the temperature should not be

large. On the other hand, small variations of θ due to the noise allows one to avoid overfitting and can be beneficial.

It is worth noting that the presented algorithm is called contrastive divergence in ML, if no noise is appended. The

algorithm with the noise was earlier proposed in [15], where it was shown that it demonstrates better convergence than

the CD. In most implementations of the CD the value xt+1 is sampled using conditional distribution p(x|ỹt+1). In our

approach, dynamics of x̃ and x are not directly connected, which allows us to estimate positive and negative parts of the

loss gradient independently in two copies of the system.

The most difficult part of the physical implementation of the training algorithm is to obtain both positive and negative

parts of the gradient as relaxation forces. In Section 2, the problem is almost non-existent, since the state of x̃ is externally

driven and does not depend on θ, therefore, to obtain negative gradient, one can change ferromagnetic exchange to

antiferromagnetic leading to negation of the energy. The trick however does not work, if there are hidden variables.

Indeed, change of the exchanges energy landscape and therefore, PD of the hidden variables, which invalidates mean

values of the gradient.

Pure mathematically the positive and negative terms can be considered an adversarial learning procedure, where dis-

criminator time-flow is reversed [19]. Effective reversed time can appear in quantum mechanics [20], but it is hard to use

in practice. Fortunately, the same negative gradient can be achieved by formal change of sign of β. Negative temperatures

of spin systems were reported in a number of works [21–23]. Although the statistical physics for negative temperatures is

studied for a long time [24, 25], a practical realization of local negative temperatures is extremely challenging.

Another possible strategy for generation of negative gradients is to shield hidden variables from the thermostat al-

lowing its interaction only with weights and visible neurons. In the case dynamics of the hidden state y is determined

exclusively by x and θ. Therefore the change of sign of all interaction constants negates energy and its gradient, but

does not affect PD of y. Following this approach the self-trained system should contain two copies of x and y, with

ferromagnetic exchange in one copy and antiferromagnetic in another, both interacting with the same weights θ.

One more strategy is based on reformulation of the optimization problem, abandoning the dynamics defined by (14).

Considering the loss minimization method as an iterative procedure with the fixed point p = p̃, other energy functionals

can be proposed, whose relaxation procedure has the same property. For example, let the hidden variables be shared by

two parts of the system y = ỹ. Define the total energy

E = −(x− x̃) · wy − (x− x̃) · a.

Here x̃ is defined by external impulses and x and y are subjected to Langevin dynamics. If the distributions of x and x̃
coincide then the system is in thermal equilibrium. The relaxation with respect to w and a can be used to adjust the PD of

x, but the error measure is no longer KL divergence, and in practice leads to much worse results than the CD method. A

practical choice for implementation of the negative gradient in presence of hidden variables is still an open question.
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3.2. MNIST digits generation

We benchmarked performance of the proposed approach for implementation of RBM on generation of images of

hand-written digits trained in MNIST dataset. MNIST dataset [26] is split to the training set of 60 000 and the test set of

10 000 gray scale images of ten different digits together with labels, which digit the image represents. We downsampled

the images to size 14× 14 and converted to black and white, considering the pixel black, if its luminosity is smaller than

90% of the maximum. All 60 000 images were used for the training, setting a new image to x̃ on each iteration. The

beginning of the dataset is shown in the upper panel in Fig. 3.2.

The images were flattened to vectors of 196 visible neurons states, and 1000 more hidden neurons were introduced.

Looping over all 60 000 images is considered one epoch, the training took 800 epoch in total. The training step was set

η = 10−4. To track convergence we calculated mean − logZ(x; θ) over samples x taken from the test set for θ obtained

on the corresponding epoch. This value is an estimation of Ex∼p̃[− log p(x; θ)], which is different from the cross entropy

by the absence of the free energy term logZ. The applied training method does not compute free energy directly, which

makes it fast, but this also prevents us from accurate estimation of the loss function. The obtained metrics are not reliable,

if a lot of noise is introduced in the parameters θ on each iteration, showing rapidly decreasing loss, while real cross

entropy can increase. However, in our experience the free energy does not vary significantly close to the minimum, and

the metric can be used for comparison of different methods. The success of the convergence was checked by inspection

of the generated images, which indeed showed close resemblance with real hand-written digits.

We run two numerical experiments: one without noise and another with normally distributed W with amplitude

0.001. The generated PD in both cases converges to the target distribution. In the presence of the noise the convergence

was smooth, while without noise the loss decrease happens in step-like manner stagnating between the steps. Overall

convergence rate is higher without noise. While trained BM in both cases produces correctly looking digits, the BM

obtained by training without loss demonstrates faster switching between digits classes, that is smaller correlation between

adjacent states.

The dynamics of the dissipative BM trained without noise is shown in Fig. 3.2 (bottom panel). The BM started from

a random state, then after a burnout period of 16 steps. We recorded 256 states of the visible neurons skipping every 15
intermediate steps. The generated images reconstruct distribution of pixel colors matching MNIST dataset, but adjacent

images are correlated resulting in smooth change of the digit shape. Visual inspection confirms that the dissipative BM

correctly generalizes the training set producing images indistinguishable from those produced by humans.

4. BM solving classification problem

In previous sections, we considered generative models producing random values w with a learned distribution p(x).
For classification problems, it is often convenient to have a discriminative model, which produce random values of labels

y distributed according to a learned conditional probability p(y|x) given an observation of features x. This discriminative

model can be implemented on top of BM with some modifications required.

The BM energy in the case is a function of features x, labels y and weights θ. The joint PD of x and y is given by

Boltzmann distribution (9). In contrast to Section 3 both x and y are states of visible neurons. As shown above, addition

of hidden neurons allows complex PDs, but in all formulas they are averaged out, therefore we do not list the hidden

neurons explicitly in this section.

Given target distribution of labels p̃(y|x) for fixed features values x, the model distribution can be compared with it

using cross-entropy:

H(p̃, p|x) = −
∑

y

p̃(y|x) log p(y|x) = Ey∼p̃[− log p(y|x)|x].

The loss function is commonly defined as mean of the cross-entropy over all x:

L =
∑

x

p̃(x)H(p̃, p|x) = −
∑

x,y

p̃(x, y) log p(y|x) = Ex,y∼p̃[− log p(y|x)].

Noticing (see Eq. (9)) that

p(y|x) = Z(x)−1Z(x, y),

the loss function can be written in the following form:

L = β
∑

x,y

p̃(x, y)E(x, y) + β
∑

x,y

p̃(x, y) logZ(x).

The first term here is the mean energy with respect to the target distribution. The second addendum is the Helmholtz free

energy for a fixed x averaged over x. Consider the gradient of the loss over parameters θ. Since p̃ does not depend on

θ, the averaging over p̃ can be swapped with differentiation over θ, which gives us the derivative of the first term. Using
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FIG. 4. Results of classification of hand-written digits from MNIST dataset. (Left panel) Confusion

matrix on the test data after 100 epoch of training. (Right panel) Convergence history for accuracy and

averaged over all classes precision and recall, demonstrating good agreement of all metrics. Metrics on

the test set (red lines) and the training set (black lines) are almost identical.

earlier computed in (13) derivative of logZ(x), we obtain the loss derivative:

∂L

∂θ
= β




∑

x,y

p̃(x, y)
∂E(x, y)

∂θ
−
∑

x,y

p̃(x, y)
∑

y′

p(y′|x)
∂E(x, y′)

∂θ





= βEx∼p̃

[

Ey∼p̃

[
∂E(x, y)

∂θ

∣
∣
∣
∣
x

]

− Ey∼p

[
∂E(x, y)

∂θ

∣
∣
∣
∣
x

]]

.

The argument of the outermost expectation value is exactly the derivative over θ of the cross-entropy H(p̃, p) obtained in

Section 2 assuming x fixed. Therefore, the discriminative model differs from the generative model in the way we treat the

features state x: for the discriminative model x is always distributed according to the target distribution p̃.

The physical system whose dynamics coincides with the minimization of loss procedure, is designed using the prin-

ciples stated in Section 2.

(1) The parameters θ are treated as slow DoF of the system.

(2) While the state x̃ = x is always driven by external forces defining target PD, a copy ỹ of y is introduced in such

a way that interactions between x, y, θ are the same as for x, ỹ, θ, except for the opposite sign.

(3) Assuming ergodicity the expectation values are approximated by the time averages.

(4) The energy derivatives are treated as relaxation forces for the weight θ.

The proposed schematics of the self-training device is shown in Fig. 2.c. Its part involving labels variables y, ỹ is

essentially the same as the schematic of the generative dissipative BM shown in Fig. 2.a, but now we have additional

externally driven DoF encoding target distribution for the features x̃.

4.1. Digits classification benchmark

To validate the capability of the proposed method to solve complex problems, we do classification of hand-written

digits from MNIST dataset using the dissipative BM. For the test, we used full size 28×28 black and white images, where

the color was encoded in z projection of the spin: 1 for pure white and −1 for pure black pixel. 60 000 samples were used

for training and 10 000 for testing. One loop over all training samples is considered an epoch. The training procedure

took 100 epoch.

The state of the used BM consists of the features vector x, the labels vector y and the hidden units vector z. The size

of the feature vector equals 784 and matches the number of pixels of the image. The labels vector y has 10 components,

each component encodes the probability of the image to belong to the corresponding class, that represents one of ten

digits. Both x and y compose the vector of visible neurons. For the benchmark, we set the number of hidden neurons to

200.

The energy of BM is defined by the functional:

E(x, y, z; θ) =
∑

ij

wxzxizk +
∑

ij

wyzyjzk +
∑

i

bxi xi +
∑

i

byi yi +
∑

i

bzi zi,
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FIG. 5. Convergence history for precision (left panel) and recall (right panel) for individual classes

computed on the test set.

where interaction matrices w and biases b form parameters vector θ = (wxz, wyz, bx, by, bz). The proposed dissipative

BM contains two copies of x, y and z; we mark the second copy by tilde above the letter. The total energy of spin BM

consists of energies of the two copies sharing the same parameters:

ET = E(x, y, z; θ)− E(x̃, ỹ, z̃; θ).

The possible strategies to negate energy of the second contribution are discussed in Section 3. During the training x̃ and

ỹ are controlled by the external forces specifying training samples. The variables x, y, z and z̃ are distributed according

to Boltzmann distribution. The dynamics was approximated by Monte-Carlo sampling of fast variables and relaxation

dynamics of slow variables θ according to the algorithm:

(1) Sample new x̃, ỹ from the training set.

(2) Sample z̃ according to (11).

(3) Update θ 7→ θ − η
∂ET

∂θ
.

(4) Repeat.

To reduce jitter we sample all variables in batches of 10 elements, that correspond to the physical system with 10 inde-

pendent copies of each subsystem sharing the same weights.

The simulation was run on hand-written Python code using Numpy and JAX for GPU acceleration. The relaxation

rate η was set to 10−4. Initial weights θ were randomly sampled from the normal distribution with zero mean and standard

deviation 0.1. Results of the training are shown in Fig. 4.1 and Fig. 4.1.

After 100 epoch we reached ∼ 73% accuracy and very close values of precision and recall averaged over all classes.

Although the metrics are much smaller than attainable by other methods, the result is comparable with the result of RBM

with 200 hidden units. Increasing the number of hidden units and changing architecture of the machine including more

hidden layers can significantly improve the result [15]. In the article, our main concern was comparison of the performance

classical RBM and the proposed adaptation suitable for nanomagnetic implementation.

Confusion matrix shown in the left panel in Fig. 4.1 demonstrates that the most errors arise in misclassification of

9 as 4, 3 as 5 or 8, which is not much different from the errors of other methods. The same errors are confirmed by the

convergence history plots shown in Fig. 4.1, pointing out that digits 4 and 5 are most confused with other digits. The

metrics on the training set and on the test set are very close with precision and recall of individual digits continue to grow

with every epoch, indicating the prolongation of training can lead to even better results.

Since in the proposed dissipative BM subsystem generating positive and negative update steps for the weights are

generated by independent subsystems, the time required for averaging the contributions is larger than in CD method. In

the BM, we are forced to use smaller training steps than in CD, therefore, convergence of simulated SBM is slower. In real

magnetic nanosystems, the natural time scale defined by Larmor precession is orders of magnitude smaller than obtainable

in simulation. Despite a slower convergence rate in simulation, the physical implementation of the BM is expected to be

drastically faster than the ML model of BM used currently.
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5. Discussion

Above, we proposed several approaches to implement energy-based ML models as physical devices. In particular,

nanomagentic-devices are a natural candidate for the implementation of BM. Two problems are not completely solved

and remain challenging for experimental implementation of the devices. The first problem is the necessity of three

spin interactions between two neurons and the connection weight. Multispin connections in some cases give significant

contribution to the total energy [27], but at the moment, it is not clear how to design magnetics with the desired multi-spin

interactions. Probably more promising is creation of an effective multispin exchange by introducing auxiliary spins and

averaging over them in the spirit of the work [28].

The second challenging problem is learning the weights of the hidden spins by relaxation. In this case, the introduc-

tion of lobes with opposite energies also affects the PD of the hidden neurons. The solution here can lay in avoidance

of the hidden neurons interaction with the thermostat, and considering stochastic LLG dynamics of the spins, instead

of Fokker–Planck equation. At least a similar approach allowed one to create a simple self-learning device experimen-

tally [17].
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ABSTRACT In this work, we explore the master equation governing open quantum systems dynamics in an

alternative form, which preserves the normal-ordered representation of the averaged normal-ordered opera-

tors. We derive a linear system of differential equations for the fourth-order moments of corresponding bosonic

operators. Polarization moments of the first and the second orders are investigated using plane rotation trans-

formation. We also evaluate the dynamics of the hidden polarization in comparison with the dynamics of usual

polarization within open quantum dynamics.
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1. Introduction

The transfer, storage, and conversion of quantum information constitute three primary challenges in the field of

quantum information processing. These are crucial for various quantum protocols such as quantum teleportation [1],

quantum computing [2], quantum key distribution [3], dense coding, and quantum memory [4]. While numerous specific

solutions address a variety of problems within these protocols, a general approach that resolves all types of issues remains

unattainable.

The theory of open quantum systems addresses the problems of transport and storage of quantum information. This

theory is typically articulated in terms of Completely Positive Trace-Preserving (CPTP) mappings, or trace-non-increasing

linear mappings known as quantum channels. The dynamics of open quantum systems are most efficiently characterized

by the master equation. Specifically, the Lindblad-type master equation [5, 6] is employed in this paper. There are two

primary avenues of investigating this type of equations: the physical approach [7–9] and the mathematical techniques for

the single-mode Lindblad equation [6, 10–17]. These mathematical techniques are extended to the case of multi-mode

bosonic systems and have been utilized to construct the Fock-like eigenstates of Lindblad superoperators using the Lie

algebras [18].

These mathematical techniques facilitate the determination of the dynamics of the averaged moments of the Stokes

operators and the polarization of light [19]. Many physical processes are accurately described by these parameters.

However, the averaged moments of the Stokes operator fall short in cases where not the average intensity, but other

statistical parameters of the wave are recorded [20]. Therefore, higher-order moment correlators are essential for a more

thorough description of these quantum processes. Furthermore, the introduction of a parameter, equivalent to polarization

P2 for higher-order moments, is both relevant and challenging. Numerous authors have demonstrated the existence of this

process regardless of the existence of usual polarization [23, 24]. A more generalized approach for the determination of

hidden polarization [20] is thoroughly considered in this paper.

The non-commutativity of the Stokes operators leads to quantum noise manifested through fourth-order correlators.

The extent of variation in these correlators serves as an indicator of hidden polarization. The study of hidden polarization

characteristics in the emission of exciton-polariton lasers is an area of research that holds fundamental interest [25].

Additionally, a comparison of the dynamics of hidden polarization to the dynamics of usual polarization in open quantum

systems is meaningfully reviewed in this paper.

2. A model

We start with the master equation in the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) form for polarized light

in the two-mode bosonic system in optical fibers:

∂ρ̂

∂t
= −i

∑

n,m

1

2
Ωn,m[â†nâm, ρ̂]−

∑

n,m

1

2
Γn,m((nT + 1)(â†nâmρ̂+ ρ̂â†nâm − 2âmρ̂â

†
n)+

+ nT (âmâ
†
nρ̂+ ρ̂âmâ

†
n − 2â†nρ̂âm)), (1)
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where n,m ∈ {1, 2}, dagger denotes the Hermitian conjuration, ρ̂ is the density matrix of a quantum state, â†n and ân are

the creation and the annihilation operators of the n-th mode. Ω and Γ are frequency and relaxation matrixes [21], and nT

is a mean number of thermal photons:

nT =
1

e
~Ω0

kBT − 1
,

where Ω0 is the bare(free-space) frequency, ~ is the reduced Planck constant, kB is the Boltzmann constant, T is the

temperature of the environment. The frequency and the relaxation matrices are given by:

Ω =





ω1 ω∗
3

ω3 ω2



 , Γ =





γ1 γ∗3

γ3 γ2



 , (2)

where an asterisk stands for the complex conjuration. The matrices Ω and Γ are Hermitian: Ω = Ω†,Γ = Γ†. The

relaxation matrix Γ is positively definite: z†Γz ≥ 0, z ∈ C
2.

Equation (1) can be converted to the following form for any operator ζ̂ with the mean value Z = tr(ζ̂ ρ̂) = 〈ζ̂〉:

∂Z

∂t
=

1

2

∑

n,m

(〈

[ζ̂ , â†n]âm

〉

(−iΩn,m − Γn,m) +
〈

â†n[âm, ζ̂]
〉

(iΩn,m − Γn,m)
)

− nt
∑

n,m

Γn,m

〈

[[ζ̂ , â†n], âm]
〉

. (3)

If the operator ζ̂ with the mean value Z on the left-hand side of the equation is normal-ordered, the form of master

equation (3) preserves the normal form of the moments [22].

3. Dynamics of normal-ordered forth moments

If ζ̂ = a†pa
†
qâsât is the normal-ordered fourth moment, we can see that the relaxation is caused by fourth moments

(the first sum) and the second moments (the second sum). Let us assume:

Z1 =
〈

â†1â
†
1â1â1

〉

= A; Z2 = Z∗
4 =

〈

â†1â
†
2â1â1

〉

= D∗; Z3 =
〈

â†1â
†
2â1â2

〉

= C;

Z4 =
〈

â†1â
†
1â1â2

〉

= D; Z5 =
〈

â†1â
†
1â2â2

〉

= E; Z6 = Z∗
5 =

〈

â†2â
†
2â1â1

〉

= E∗;

Z7 =
〈

â†2â
†
2â1â2

〉

= F ; Z8 = Z∗
7 =

〈

â†1â
†
2â2â2

〉

= F ∗; Z9 =
〈

â†2â
†
2â2â2

〉

= B;

~Z = (Z1, Z2, Z3..., Z9)
T ;

(4)

B1 =
〈

â†1â1

〉

; B2 =
〈

â†1â2

〉

; B3 = B∗
2 =

〈

â†2â1

〉

; B4 =
〈

â†2â2

〉

;

~B = (B1, B2, B3, B4)
T ,

where AT denotes the transposed matrix for matrix A.

We can rewrite eq. (3) for all fourth moments like the nonhomogeneous system of linear differential equations:

∂ ~Z

∂t
= H ~Z + J ~B, (5)

where H is matrix 9× 9 and J is 9× 4 matrix. You can see matrices H and J in the Appendix. Dynamic of vector ~B is

determined by the following equation [22]:

∂
〈

â†pâq
〉

∂t
=

1

2

∑

m

〈

â†pâm
〉

(−iΩq,m − Γq,m) +
1

2

∑

n

〈

â†nâq
〉

(iΩn,p − Γn,p) + ntΓq,p. (6)

4. Polarization conversion as a rotation

If the phase factor common to the both modes is neglected, then the effect of a loss-free converter can be represented

in the Heisenberg representation in the form:




â′1

â′2



 =





t∗ r∗

−r t



 ·





â1

â2



 , (7)

where t(r) is the amplitude transmission (conversion) coefficients of the converter. The standard parametrization can be

introduced in the form:
t = cos(θ/2) · exp[i(φ+ ψ)/2],

r = − sin(θ/2) · exp[i(φ− ψ)/2],
(8)

where 0 ≤ θ < π, 0 ≤ ψ < 2π and 0 ≤ φ < 4π. Using (8), we can find action of a converter on the operator n̂′
1 = â′†1 â

′
1:

n̂′
1 = t∗t · n̂1 + r∗r · n̂2 + r∗t · ŝ+ + t∗r · ŝ∗+, (9)
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where n̂1 = â†1â1, n̂2 = â†2â2, and ŝ+ = â†1â2. By averaging equations (9), one obtains the same equations for

observables N ′
1 = 〈n̂′1〉, N1 = 〈n̂1〉, N2 = 〈n̂2〉 and S+ = 〈ŝ+〉. We can rewrite N ′

1 in terms of (9):

N ′
1 =

(

t r
)∗

·





N1 S∗
+

S+ N2



 ·





t

r



 . (10)

If one varies one of the parameters, for example, a variation produced by rotating a λ/4 phase plate, the observed intensity

varies periodically [20]: N1 ∝ 1 + V2 cos(2χ), 0 ≤ V2 ≤ 1. Here χ is the angle of the plane. The parameter V is called

the visibility factor of the polarization interference. We can interpret Eq. (10) as a quadratic function with matrix K and

normalized complex vector (t, r)T , |t|2 + |r|2 = 1. Matrix K is the coherence matrix:

K =





N1 S∗
+

S+ N2



 . (11)

Extremal values of the hermitian quadratic function are determined by minimum λmin and maximum λmax eigenvalues.

These values can be found us follows:

(N ′
1)max,min = λmax,min =

1

2

(

trK ± [(trK)2 − 4 detK]1/2
)

.

Hence, the maximum possible interference visibility assumes the form:

V2max
=
λmax − λmin

λmax + λmin
=

√

1−
4 detK

(trK)2
=

√

S2
1 + S2

2 + S2
3

S0
= P2,

Therefore V2max
equals to the degree of polarization P2. We have to mention that Si = tr(ŝi · ρ̂) for i ∈ {0, 1, 2, 3} and

ŝ0 = â†1â1 + â†2â2, ŝ1 = â†1â1 − â†2â2,

ŝ2 = â†1â2 + â†2â1, ŝ3 = −i(â†1â2 − â†2â1).

5. Fourth-order polarization parameters

Let us similarly introduce the fourth-order polarization. Let vector ~̂s and its average ~S be as follows: ~̂s = (ŝ1, ŝ2, ŝ3),
~S = 〈~̂s〉 = (S1, S2, S3). The definition of fluctuations ∆SX of the observable, for example, ∆S1 along a definite

direction of X = (cos(Θ),− sin(Θ) cos(Φ), cos(Θ) cos(Φ))T with coordinates (Θ,Φ) in the Stokes–Poincare space is

as follows:

(∆SX)2 =

3
∑

k,l=1

〈

∆~̂sk∆~̂sl

〉

XkXl =

3
∑

k,l=1

(Qk,l − SkSl + S0I)XkXl +

3
∑

k,l,m=1

iεk,l,mSmXkXl =

=

3
∑

k,l=1

(Qk,l − SkSl + S0I)XkXl =

3
∑

k,l=1

(∆Q)k,lXkXl,

(12)

where ∆~̂s = ~̂s− ~S. The second sum is always equal to zero, because of X ∈ R and antisymmetry of symbol Levi–Civita

εk,l,m. Matrix Q =
〈

: ~̂s⊗ ~̂s :
〉

is the normal-ordered second moments of the Stokes operators:

Q = 2











(A+B)/2− C Re(D − F ) Im(D − F )

Re(D − F ) C +Re(E) ImE

Im(D − F ) ImE C − ReE











, (13)

where A, B, C, D E and F are taken from Eq. (4).

The matrix ∆Q ≡ Q − ~S ⊗ ~S + S0I expresses the variances of the Stokes parameters. Hence, the last expression

from Eq.(12) can be reviewed as quadratic form with real vector X: |X| = 1. The observed S1 varies periodically in

the same way, as N1: ∆S1 ∝ 1 + V4 cos(2θ), 0 ≤ V4 ≤ 1, where V4 is visibility factor of fourth moments. Hence, the

degree of fourth-order polarization P4 can be defined as the maximum possible visibility of the fourth-order interference,

observed according to the fluctuations of the Stokes parameter:

V4max
=
µmax − µmin

µmax + µmin
= P4, (14)

where µmax and µmin are the maximum and the minimum eigenvalues of the matrix ∆Q.

It should be mentioned, that the fluctuation of any observable can be reviewed. For ∆S2 under consideration, only

the representation of direction X changes, but the most important part ∆Q and |X| = 1 remains the same. In addition,

the fluctuations of A =
〈

â†1â
†
1â1â1

〉

can be taken in consideration. The formalism of quadratic forms is unusable in
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this case. However, the maximum possible visibility of the fourth-order interference V4max
gives the same result, as the

fluctuations of components of Stock’s vector.

6. Examples

The dissipative dynamics, as described by system (5), are governed by the frequency and the relaxation matrices

introduced in Eq. (2). In this section, we compare the dynamics of hidden polarization and ordinary polarization under

varying the initial conditions for these matrices and the quantum states. Diagonal frequency and the relaxation matrices

are used:

Ω =







ω −
δ

2
0

0 ω +
δ

2






, Γ =





γ − γ0 0

0 γ + γ0



 .

Parameter δ = 6.5 · 106 sec−1 represents the frequency difference between the two modes (beat lenght is L =
200 meters). Only this parameter affects the hidden polarization, similar to its effect on ordinary polarization. Hence,

parameter ω can be chosen to be 0. Parameter γ = 1.2 · 106 sec−1 (relaxation is 25 dB/km) and γ0 = 0.2 · γ sec−1.

Below, we show a dynamics of ordinary polarization and hidden polarization for different initial states. Any initial state

relaxes to thermal state with the number of thermal photons nT = 1. Examples illustrating the initial data for common

states are provided in Figs. 1–5.

A particular case under consideration is the Fock state with equal numbers of photons in the vertical and horizontal

modes. The initial data yield an opening polarization of P2(0) = 0 and a hidden polarization of P4(0) = 1. If relaxation

in the both modes is equable (γ0 = 0), polarization P2(t) = 0 for any t. Hence, the result is shown in Fig. 5.

FIG. 1. Initial state is coherent state |12, 8〉

FIG. 2. Initial state is Fock state |12, 8〉
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FIG. 3. Initial state is thermal state with the number of thermal photons nT = 10.

FIG. 4. Initial state is squeezed vacuum |ξ1, ξ2〉, where ξ1(2) is squeezed vacuum for 1-st(2-nd) mode.

ξ1 = ξ2 = 1.5 ∗ eiφ is complex squeeze parameter

FIG. 5. Initial state is Fock state |8, 8〉. Relaxation is equal in both modes, which gives the absence of

usual polarization.
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7. Conclusion

In contrast to showing the existence of hidden polarization in systems without time dependence [20, 23, 24], we

compare the dynamics of hidden polarization to those of usual polarization in open quantum systems. We illustrate a

case where the usual polarization is absent while hidden polarization is present, as depicted in Figs. 1–4. We commence

with the master equation in the GKSL form for the open quantum systems, maintain normal ordering as per equation

(3). We elucidate the dynamics of the fourth-ordered observables for a more accurate description of the open quantum

systems than using the dynamics of second-ordered observables [19,22]. The values of the fourth-ordered and the second-

ordered observables vary depending on the plate position in the experiment. We demonstrate that both polarization P2 and

polarization P4 can be similarly ascertained through rotation. A logical extension of this work entails the construction of

quantum key distribution schemes. For instance, with the Fock state as the initial state, certain considerations regarding a

qutrit arise.

Appendix

With equation (3) in use, let the operator ζ̂ be equal to â†1â
†
1â1â1. Then one can obtain:

∂
〈

â†1â
†
1â1â1

〉

∂t
=

1

2

∑

n,m

(〈

[â†1â
†
1â1â1, â

†
n]âm

〉

(−iΩn,m − Γn,m) +
〈

â†n[âm, â
†
1â

†
1â1â1]

〉

(iΩn,m − Γn,m)
)

−

−nt
∑

n,m

Γn,m

〈

[[â†1â
†
1â1â1, â

†
n], âm]

〉

.

(15)

In the first sum of the equation (15) n equals to 1, in the second m equals to 1, in the third n and m are equal to 1.

Otherwise, commutators in these sums give one 0.

∂
〈

â†1â
†
1â1â1

〉

∂t
=
∑

m

(

〈

â†1â
†
1â1âm

〉

(−iΩ1,m − Γ1,m) +
∑

n

〈

â†nâ
†
1â1â1

〉

(iΩn,1 − Γn,1)

)

− 4ntΓ1,1

〈

â†1â1

〉

=

= −2γ1

〈

â†1â
†
1â1â1

〉

+ (−iω∗
3 − γ∗3 )

〈

â†1â
†
1â1â1

〉

+ (iω3 − γ3)
〈

â†2â
†
1â1â2

〉

− 4ntγ1

〈

â†1â1

〉

.

(16)

This process can be continued for any operator ζ̂ = â†pâ
†
qâsât. After some calculations, matrices H has the following

form:

H =















































H1 H+ 0 H∗
+ 0 0 0 0 0

H∗
−/2 H2 H∗

+ 0 0 H+/2 0 0 0

0 H+/2 H3 H∗
−/2 0 0 H+/2 H∗

+/2 0

H−/2 0 H+ H4 H∗
+/2 0 0 0 0

0 0 0 H− H5 0 0 H+ 0

0 H∗
− 0 0 0 H6 H∗

+ 0 0

0 0 H∗
− 0 0 H−/2 H7 0 H∗

+/2

0 0 H− 0 H∗
−/2 0 0 H8 H+/2

0 0 0 0 0 0 H− H∗
− H9















































, (17)

where

H+ = −γ3 + iω3, H− = −γ3 − iω3, H1 = −2γ1,

H2 = H∗
4 = (−3γ1 − γ2 + i(−ω1 + ω2))/2, H3 = −γ1 − γ2,

H5 = H∗
6 = −γ1 − γ2 + i(+ω1 − ω2), H7 = H∗

8 = (−γ1 − 3γ2 + i(−ω1 + ω2))/2, H9 = −2γ2.

For matrix J , one has:

J = nT

















4γ1 2γ∗3 γ2 γ3 0 0 0 0 0

0 0 γ3 γ1 4γ3 0 0 2γ2 0

0 2γ1 γ∗3 0 0 4γ∗3 2γ2 0 0

0 0 γ1 0 0 0 2γ∗3 2γ3 4γ2

















T

. (18)
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ABSTRACT MoS2 nanostructures were prepared using the hydrothermal method by reacting ammonium hep-

tamolybdate tetrahydrate ((NH4)6Mo7O244H2O) with citric acid monohydrate (C6H8O7H2O) in distilled water

with the presence of sodium sulfide (Na2S). The surface structure studies of MoS2 showed that the size of the

surface clusters of the studied tablet is of the order of 50 – 100 nm. Using measurements (Zetasizer Nano

Series), we found that the particle sizes ranged from 150 – 350 nm. Alternating current (LCR) measurements

were made for (tablet-MoS2) under a constant temperature T = 10 ◦C. Measurements of the parallel electrical

capacitance (Cp) in terms of frequency (F ) of tablet-MoS2 showed a sharp drop in the value of the electrical

capacitance (Cp) with an increase in frequency within the range 20 Hz – 16 kHz. It is shown that the series

capacitance increased with the increase of the applied potential.

KEYWORDS MoS2-3R, atomic force microscopy (AFM), LCR measurements, electrical capacitance, Zetasizer

Nano Series
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1. Introduction

When studying semi-conducting materials of silicon or its compounds in nanoscale dimensions, scientists found that

they are subject to quantum constraint. Therefore, these materials seem as if they have reached their practical limits and

cannot be used in modern technologies and devices that depend on nanotechnology. Therefore, scientists began searching

for new materials that have properties that meet the requirements of technological progress and molybdenum disulfide was

among these materials, which is characterized by multiple structural phases that give it unique properties that enable it to

be used in electronic, photovoltaic, or magnetic applications. MoS2 is considered as one of the types of semiconductors

that belong to the family of transition metal chalcogenides (TMDs) that consist of layers linked by van der Waals forces

that allow the formation of several crystalline phases of dichalcogen MX2, where M belongs to the metallic elements in

the periodic table within the groups It represents the element chalcogen [1,2]. MoS2 is considered as one of the important

and promising compounds of this group as a result of its important physical properties, where molybdenum disulfide

(MoS2-3R) is considered as a promising alternative to silicon because of its excellent photovoltaic properties and its gap

with an energy equal to the energy gap 1.2 eV of silicon [3, 4], it also has a unique multilayer or single-layer structure.

These properties make it an ideal material for future applications in semiconductors, transistors, chips, and other fields of

advanced science and technology. Therefore, in recent years, scientists have maintained great interest in the exploration

and research of molybdenum disulfide (MoS2-3R) [5–7].

Molybdenum disulfide exists in three patterns 3R–2H–1T, the two patterns (2H, 1T) have a semi-metallic behavior,

while the pattern 3R has a semi-conducting behavior, where the pattern MoS2-3R is characterized by an energy gap similar

to the energy gap of silicon in its structural state (bulck), the sulfide is distinguished by its multi-layered structure, where

we will focus in this research on studying the electrical properties of molybdenum disulfide MoS2-3R [8–10].

2. The importance of research:

In the present work, a characterization of the electrical properties of molybdenum disulfide MoS2 prepared chemically

in the form of nanostructures with a structure of the type MoS2-3R using alternating current measurements. We also study

the nodal resistance changes with the change of temperature of the studied sample in order to employ this compound in

electronic applications The molybdenum sulfide in the type MoS2-3R has a wide optical absorption in the infrared and

visible light fields. In its structural state (bulk), it has an energy gap similar to the silicon gap. Therefore, a comprehensive

electrical characterization of this compound must be made.

© AlHussein H., AlSharr J., Othman S., AlKhamisy H., 2023
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3. Practical and experimental study

3.1. The devices and tools used: instruments & devices

(1) Zetasizer Nano-Particle size and zeta potential measurement.

(2) Atomic Force Microscopy (AFM).

(3) X-ray spectroscopy (XRD) from Phywe.

(4) LCR meter (LCR meter-microtest-6379).

(5) Chemical preparation tools (accurate electronic balance, desiccant, and thickened).

(6) Magnetic mixer with heater model (502p-2) from the American company PMC.

3.2. Materials used, method and stages of preparation

3.2.1. Materials used. Ammonium heptamolybdate tetrahydrate ((NH4)6Mo7O24 4H2O), tetrathiomolybdate ammo-

nium, distilled water, citric acid monohydrate (C6H8O7 H2O).

3.2.2. Method of preparation. To prepare nanostructures from 3R-MoS2, the preparation process was carried out using

the hydrothermal method [11], where in the manufacturing process, sodium sulfide was used as a source of sulfur in

order to obtain molybdenum sulfide through chemical reactions, and thus we have obtained a pure powder of Molybde-

num sulfide as shown in Fig. 1. Where we pressed an amount of this powder amounting to M = 1 gr, we obtained a

MoS2-Tablet with a diameter of 15 mm and a thickness of 2 mm for the electrical characterization, using a hydraulic

compressor with a capacity of 5 ton/cm2, and without heat treatment (the tablets have not been heat treated).

(a) (b)

FIG. 1. Pure powder prepared from MoS2 (a); MoS2 powder prepared and compressed into tablets (b)

3.3. Measurements (Zetasizer Nano Series) of formed nanoparticles

To determine the size of the formed nanoparticles, we measured the size of these granules using the Zetasizer Nano

device, model ZS-Nano, produced by Malvern Company, using a red laser source, with a wavelength of 632.8 nm. We

placed a suspension of molybdenum sulfide (MoS2) in quartz cells designated for the device. The device is calibrated at

a constant temperature of 25 ◦C. The dimension of the scanned cell are 5.5 mm, and a count rate is 141.8 = count rate

(kcps), so we found that the particle sizes ranged from 150 – 350 nm and that the average particle size was equal to 267 nm

as shown in Fig. 2.

FIG. 2. Zetasizer Nano Series measurements of the size of the prepared MoS2 granules
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3.4. X-ray diffraction spectrum

In order to verify the structure of the prepared molybdenum disulfide, the crystallization of the prepared samples was

studied by using an X-ray device produced by Phywe company and applying a current which intensity is 0.1 mA and an

angle hop of 0.1 degrees every 10 sec). Measurements between angles 80◦ – 10◦ were taken and a copper anode which

wavelength 1.541 Å was used.

X-ray spectra (XRD) of the nanopowder prepared from MoS2 showed that there are no clear peaks, and this indicates

and confirms the nanostructure of MoS2 is amorphous, and this is consistent with the data of the card (JCPDS No. 06-

0097) [12–14], as in Fig. 3(a). Since the crystallization process in the patterns (1T, 2H) is related to pressure and the

degree of oxidation, we prepared tablets with diameters of 1.5 cm and thickness of 3 mm from powder-MoS2 using a

hydraulic compresser by subjecting powder-MoS2 to a pressure of 5 ton. The X-ray diffraction measurements of these

discs showed the presence of a very clear and intense peak corresponding to the crystalline plane (002) corresponding to

the degree (2θ = 14.6◦). This is consistent with the values of the aforementioned molybdenum disulfide reference cards.

Fig. 3(b) shows the presence of several diffraction peaks. It means that there are several phases within the structure of

MoS2.

(a) (b) (c)

FIG. 3. XRD of nanopowder prepared from MoS2 (a); XRD of nanopowder prepared from MoS2 (b);

Representing the W–H relation (c)

Table 1 shows the diffraction angles and corresponding crystal planes.

TABLE 1. The diffraction angles and corresponding crystal planes

2θ 14.6 32.5 50

(hkl) (002) (100) (105)

The (002) crystal plane is the preferred crystal plane for MoS2 crystals, as shown in Fig. 3(b). In accordance with

Bragg’s law of the X-rays diffraction (1), the distance between the crystal planes defined by Miller’s indices (hkl) can be

set:

2dhkl sin(θhkl) = nλ. (1)

Here dhkl represents the distance between the parallel crystal planes according to the hkl direction, the angle θhkl is the

diffraction angle, and n is the diffraction rank, λ represents the wavelength of the X-rays (λ = 1.541 Å). By calculation,

it turns out that the value of the lattice constant is dhkl = 5.906 Å, and by using the Williamson–Hall relation, which is

given by relation (2):
1

D
+

2ε sin θ

λ
=

β cos θ

λ
. (2)

Other parameters can be determined from the X-ray spectra, such as the size of crystallization and strain of the crystal

lattice, where β is the width of the mid-intensity of each peak estimated in radians, D is the size of crystallization, ε is

the effective tension between atoms within the structure, and λ is the wavelength of the X-rays used. By plotting the

previous relation, where it represents the point of interpart (λ/D) and the slope represents 2ǫ and the W–H relation can

be represented in Fig. 3(c).

By calculation, we found that:

λ

D
= 0.0082 ⇒ D =

λ

0.0082
=

1.5418

0.0082
= 192.7 Å = 19.27 nm.

The value of the lattice constants (a) is calculated from relation (3):

dhkl =
a

√
h2 + k2 + l2

. (3)
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By calculation dhkl = 5.906 Å, the atomic dislocations within the crystal structure can be calculated based on the

XRD spectrum using relation (4) [15, 16]:

δ =
14β cos θ

4aD
= 0.0152

(

Lin nm−1
)

, (4)

where higher values of δ indicate lower crystallinity levels of the films and amount of defects in the structure.

3.5. Studying the surface structure of molybdenum disulfide MoS2-Tablet using AFM atomic force microscopy

Using atomic force microscopy AFM, a microscopic picture of the surface of the tablets prepared from molybdenum

sulfide powder (MoS2-Tablet) was taken, where we used different sizes and the same area of the sample surface (3 µm ×
3 µm) (1.01 µm × 1.01 µm).

These images showed the shape of the surface atomic clusters on the surface, where the average size of the atomic

clusters formed in the structure of the surface of the MoS2-Tablet was determined, as the formed sizes ranged between

50 – 150 nm as shown in Fig. 4, where the crystalline phases of MoS2 are formed under the process of hydraulic pressure.

(a) (b)

FIG. 4. AFM images of tablet molybdenum disulfide at two scales (3 µm × 3 µm), (1.01 µm × 1.01 µm)

3.6. Measurements of alternating current (AC)

Alternating current measurements (capacitance, conductivity, electrical resistance, and parallel resistance (Rp values

of the nanostructures were studied using a LRC meter within a frequency range 20 Hz – 1 MHz and applying an alternating

potential 3 V at a room temperature T = 11 ◦C.

3.6.1. Electrical parallel capacitance Cp. Parallel capacitance (Cp) measurements as a function of frequency (F ) under

constant temperature (T = 11 ◦C) showed a sharp decrease in the Cp value with increasing frequency within the range

20 Hz – 16 kHz, after which it decreases. Parallel capacitance gradually as shown in Fig. 5, where the capacitance is

Cp = 4500 pF at frequency F = 20 Hz, and decreases dramatically. Very close to the value Cp = 44.8 pF is obtained at

the frequency 16 kHz, where the capacitance changes become constant with increasing frequency from 1000 –16 kHz.

But in the frequency range 16 – 300 kHz, the changes in the parallel electrical capacitance Cp become gradual,

ranging from Cp = 44.8 – 17 pF The changes in the parallel electrical capacitance Cp become slight and almost constant

in the frequency range 300 – 1000 kHz, where the changes in the capacitance corresponding to this frequency range is as

follows: Cp = 14 – 17 pF, as shown in Fig. 6.

This change in the electrical capacitance of the molybdenum sulfide discs in terms of frequency is explained by

the return to the polarization mechanisms that occur at different frequencies. At frequency less than 300 KHz, the four

polarization mechanisms (electronic, ionic, orientational spacecharge) occur. This polarization includes displacement of

charges either by orientation (i.e. directional polarization) or by migration of charge carriers (such as hopping polarization

or space charge). The parallel capacitance relation with the loss factor is given by the relation (5) [17, 18]:

D =
1

W ·RP · Cp

. (5)
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FIG. 5. Variations of the parallel electrical capacitance (Cp) with frequency (F )

FIG. 6. Variations of the parallel electrical capacitance (Cp) with frequency (F ) between 16 – 300 kHz

FIG. 7. Variations of the parallel electrical capacitance Cp, with the electric potential V
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3.6.2. Parallel capacitance changes Cp with potential V . When studying the changes of the parallel capacitance Cp

with the change in the potential applied to MoS2-Tablet, it was shown that the electrical capacitance values of crystalline

molybdenum change with the change of electrical potential as shown in Fig. 7.

For applied potentials 145 – 900 mV, it is similar to an alternating current wave, while for higher potentials in a range

of 1000 – 2000 mV, the electrical capacitance changes are semi-regular and ranges between 132 –125 pF.

3.6.3. Determining the type of semiconductor. To determine the type of semiconductor, the electrical capacitance changes

were studied with the electric potential within the range of 0.05 – 1.8 V, and at a frequency of F = 1 KHz and at a room

temperature T = 9 ◦C. By plotting the changes of

(

1

C
−

1

2C0

)2

in terms of V (Volt) according to the relation (8):

(

1

C
−

1

2C0

)2

=
2

εe (Nd −Na)
(Ψ + V ). (6)

From Fig. 8, we notice that the slope of the graph line representing the changes is negative and therefore Na ≫ Nd,

and this means that the semiconductor is of type p.

FIG. 8.

(

1

C
−

1

2C0

)2

changes with potential

3.6.4. Parallel Electrical Resistance (RP) of MoS2-Tablet. Measurements of the parallel resistance RP of crystallized

molybdenum disulfide MoS2-Tablet show semi-regular behavior which is completely different from the behavior of mor-

pho molybdenum sulfide, where it was found that the electrical resistance RP decreases in the range 1500 – 108 KΩ in

the low frequency diapason 20 Hz – 100 KHz. Then the resistance increases again at the frequency 200 KHz and the

resistance value becomes 130 KΩ and then it returns to decreasing as shown in Fig. 9, the RP resistance changes become

constant and range from 30 – 70 KΩ in the frequency range 1000 KHz – 250 KHz.

FIG. 9. Parallel resistance (RP ) changes with frequency intensity (F )
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We note from the previous figure, that the resistance changes are a sharp decrease in the parallel resistance values RP

at low frequencies and the parallel resistance changes become simple at high frequencies, and the parallel resistance is

related to both the quality factor and the parallel inductance by the relation (7) [19]:

RP = RS

(

1 +Q2
)

= QwLP . (7)

3.6.5. Capacitive Electrical Resistance (Xc) of MoS2-Tablet. The measurements showed that the absolute value of the

capacitive resistance of crystallized molybdenum disulfide (Xc) decreases sharply with the frequency at low frequencies,

then the changes become small and gradual as shown in Fig. 10, where it is found that the changes of Xc are sharp with

the frequency within a range of frequencies 20 Hz – 200 KHz, and in the range of frequencies 50 Hz – 3000 KHz the

value of Xc changes gradually with increasing frequency.

FIG. 10. Changes of capacitive resistance Xc in crystallized molybdenum disulfide with frequency F

As the frequency applied to MoS2-Tablet increases, it leads to reducing of the capacitive resistance. Likewise, when

the frequency applied to MoS2-Tablet decreases, its capacitive resistance value increases. As the frequency increases,

the MoS2-Tablet passes more charge, which leads to a larger current flow between the electrodes, which appears as

if the internal impedance (capacitive resistance) has decreased, so the value of the capacitive resistance is “frequency

dependent”. Whereas, the value of capacitive resistance is given by the relation:

Xc =
−i

ωC
,

where Xc is the capacitive resistance, ω is the angular frequency (ω = 2πF ), and C is the capacitance of the capacitor.

Several facts are evident from this formula alone. The Xc is of an ideal capacitor, and therefore its impedance, is negative

for all values of capacitance.

3.6.6. Series Electrical Capacitance (Cs). Series electrical capacitance Cs changes with frequency F . Measurements

of the series electrical capacitance Cs in terms of frequency F showed a sharp drop in the value of electrical capacitance

Cp = 70 – 980 pF (see Fig. 11) with an increase in frequency within the range 20 Hz – 16 kHz.

FIG. 11. Variations of series electrical capacitance Cs with frequency F
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The series capacitance Cs decreases gradually with the frequency increase from 16 – 300 kHz, under a constant

temperature T = 10 ◦C, as shown in Fig. 12.

FIG. 12. Variations of series electrical capacitance Cs with frequency F between 16 – 1000 kHz

The series electrical capacitance changes Cs become slight and almost constant at the frequency range 300 – 1000 kHz,

where the corresponding capacitance changes for this frequency range are Cs = 20 – 15 pF as shown in the Fig. 12.

3.6.7. Series electrical capacitance variations Cs with potential V . When studying the changes of the series capaci-

tance Cs with the change of the applied potential on MoS2-Tablet, it was found that the changes of the series electrical

capacitance range from increasing and decreasing within the range of low potential 50 – 350 mV as shown in Fig. 13. The

series capacitance increased gradually and slightly with the increase of the applied potential in the range 250 – 900 mV,

Cs having a sharp dip for the potential 950 mV as shown in Fig. 13.

FIG. 13. Variations of the parallel electrical capacitance Cp with the electrical potential V

The series capacitance changes becomes increasing 300 – 320 pF with applied potential 1000 – 2000 mV as shown

in Fig. 13.

3.6.8. Parallel induction study (Lp) of crystalline molybdenum sulfide MoS2-Tablet. From studying the changes of the

parallel inductance Lp with the frequency F , it was found that the absolute value of Lp decreases very sharply from the

value 48390 mH to the value 2 mH at low frequency F = 0.02 – 50 KHz as shown in Fig. 14.

For values of frequency of 50 – 1000 KHz, the parallel inductance changes become decreases and slight as shown

in Fig. 15, until the absolute value of the parallel inductance ranging between Lp = 0.1 – 0.02 mH at the frequency

1000 KHz. However, there is a response and a jump in the parallel inductance at frequency 350 KHz, where value of the

parallel inductance becomes Lp = 0.267 mH as shown in Fig. 15. Parallel inductiveness is related to the quality factor by

the relation (8) [20]:

Q =
1

D
=

wLS

RS

=
RP

wLP

. (8)
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FIG. 14. Variations of parallel inductance Lp with frequency F

FIG. 15. Variations of Parallel Inductance Lp with Frequency F between 50 – 1000 kHz

FIG. 16. Variations of series inductance Ls with frequency F
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3.6.9. Series induction study Ls of crystalline molybdenum disulfide (MoS2-Tablet). From studying the parallel induc-

tance changes of Ls with frequency F , it was found that the absolute value of Ls decreases very sharply from the value

of 6500 mH to the value of 1.3 mH at low frequency F = 0.02 – 16 KHz as shown in Fig. 16.

For frequencies in the range F = 100 – 1000 KHz we find that the changes in series inductance become slight and

gradual as the absolute value of the inductivity of Ls is between 0.07 – 0.01 mH. We notice the appearance of a peak and

increase in series inductance at frequency F = 650 KHz to value 0.367 as shown in Fig. 17.

FIG. 17. Variations of series inductance Ls with frequency F between 16 – 1000 KHz

4. Conclusion

(1) The XRD spectrum of the powder prepared from MoS2 showed that its structure is morphic and amorphous,

and with a process using a hydraulic press, the structure becomes crystalline. We observe the appearance of a

preferred crystallization level 200 at 2θ = 14.6◦.

(2) The AFM images show that the surface atomic clusters of the surface of the molybdenum sulfide sample (MoS2-

Tablet) range between 50 – 150 nm, where it is clear that the crystalline phases of MoS2 are formed under the

process of hydraulic pressure.

(3) Measurements of the parallel electrical capacitance (Cp) in terms of frequency (F ) of (tablet-MoS2) showed a

sharp drop in the value of the electrical capacitance Cp with an increase in frequency within the range 20 Hz –

16 kHz.

(4) Measurements of the series electrical capacitance (Cs) in terms of frequency (F ) showed a sharp drop in the value

of electrical capacitance Cp = 980 – 70 pF, after which the series capacitance Cs decreases gradually, where the

capacitance changes become constant with the frequency increase from 200 – 1000 KHz.
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ABSTRACT The effect of CeO2 nanoparticles on the oxidative activity of neutrophils under UV irradiation with a

pulsed broadband UV source (210 mJ/cm2) was analyzed. The effects of citrate-stabilized CeO2 sol on sponta-

neous and stimulated by phorbol-12-myristate-13-acetate (PMA) and N-formylmethionyl-leucyl-phenylalanine

(fMLP) luminol-dependent chemiluminescence of neutrophils were evaluated. The activating effect of CeO2

nanoparticles on the spontaneous and suppressive effect on the stimulated chemiluminescence of blood

neutrophils from apparently healthy donors was shown, with the most pronounced activating effect of CeO2

nanoparticles revealed in the blood sample with initially high radical-producing cell activity. Under UV irra-

diation of blood at a dose of 210 mJ/cm2 CeO2 nanoparticles enhance both spontaneous and stimulated

radical-producing function of neutrophils. Probably, the suppressive and activating effects of citrate-stabilised

cerium dioxide sol may be due to the antioxidant activity of CeO2 nanoparticles with respect to hypochlorite

ions and prooxidant activity with respect to hydrogen peroxide.

KEYWORDS nanozymes, cerium dioxide nanoparticles, neutrophils, UV radiation, pulsed xenon UV lamp,

chemiluminescence

ACKNOWLEDGEMENTS This work was supported by the Russian Science Foundation (project 21-73-00251).

FOR CITATION Sozarukova M.M., Chilikina P.A., Novikov D.O., Proskurnina E.V., Baranchikov A.E., Ivanov V.K.

Cerium dioxide nanoparticles modulate the oxidative metabolism of neutrophils upon blood irradiation with a

pulsed broadband UV source. Nanosystems: Phys. Chem. Math., 2023, 14 (6), 644–651.

1. Introduction

One of the promising inorganic nanobiomaterials possessing enzyme-like activity along with unique physical and

chemical properties is nanoscale cerium dioxide [1–7]. Biochemical activity of CeO2 nanoparticles, being similar to the

functions of a number of natural enzymes, such as superoxide dismutase (SOD) [8–11], catalase [12–14], peroxidase [15–

18], phosphatase [19], phospholipase [20], photolyase [21], uricase [22], etc., expands the prospects for their biomedical

application for the prevention, diagnosis, and therapy of socially significant diseases [23–25] and requires a comprehensive

analysis of the properties of nanoscale cerium dioxide, including its interaction with blood components, both alone, and

as part of combination therapy, for example, with ultraviolet irradiation of blood (UVIB).

The increased interest in the therapeutic potential of ultraviolet irradiation of blood is due to the emergence of new

viral infections, including SARS, MERS, SARS-CoV-2 and their resistance to existing antiviral drugs, vaccines, and

antibacterial drugs [26–29]. The therapeutic efficacy of UVIB has been demonstrated in a number of diseases, including

diseases of the biliary tract, viral hepatitis, etc. [27, 30]. One of the main targets of UVIB exposure are immune cells –

lymphocytes (T- and B-cells), neutrophils, macrophages, monocytes, dendritic cells [26, 30]. This brings attention to

ultraviolet irradiation of blood for the treatment of autoimmune diseases and as a new immunomodulatory method [27,30].

The great potential of UVIB could be additionally expanded by the use of various substances, including those based on

redox-active nanomaterials that can regulate the effectiveness of UVIB treatment, uncontrolled activation of neutrophils,

and other indicators.
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When CeO2 nanoparticles enter the bloodstream, neutrophil granulocytes (neutrophils) are among the first cells to

interact with them [31,32]. Neutrophils are one of the most important and most active cells of the innate immune system,

providing the first line of defense and responding to various antigens and damaging factors [33, 34]. Activated cells are

able to secrete into the extracellular medium various low and high molecular weight substances with immunomodulatory

or toxic effects [35–37]. Neutrophils are one of the main sources of free radicals in the body [38], and the mechanisms of

their interaction with redox-active nanomaterials, primarily CeO2 nanoparticles, require further research.

Here, a high-intensity pulsed xenon lamp was used as a source of UV radiation. Today it is one of the promising

light sources for UV therapy as an alternative to traditional low-pressure mercury lamps. The main advantages of pulsed

xenon lamps are a wide spectral range and high peak power with a relatively short exposure time. Since the state of the

surface of nanomaterials is a key factor in the interaction with neutrophils [39,40], citrate ions were used to functionalize

cerium dioxide nanoparticles. Cerium dioxide nanoparticles stabilized by citrate ions possess high biocompatibility and

low toxicity, and prevent hemocoagulation [41]. Though the bioactivity of CeO2 nanoparticles modified with citrate ions

has been widely studied, there are no data on their effect on blood neutrophils under ultraviolet irradiation.

In this study, we analyzed for the first time the effect of CeO2 nanoparticles functionalized with citrate ions on the

radical-producing activity of neutrophils upon UV irradiation of blood with a high-intensity pulsed xenon lamp.

2. Materials and methods

Cerium dioxide nanoparticles functionalized with ammonium citrate in a molar ratio of 1:1 were obtained in two

stages. The initial electrostatically stabilized CeO2 sol was synthesized by the thermal hydrolysis of an aqueous solu-

tion of cerium(IV) ammonium hexanitrate ((NH4)2Ce(NO3)6, #215473, Sigma) [42]. A solution of (NH4)2Ce(NO3)6
(100 g/L) was heated at 95 ◦C for 24 h. The resulting yellow precipitate was washed three times with isopropanol and

then redispersed in deionized water. To remove residual isopropanol, a colloidal solution of cerium dioxide was boiled

for 1 h under constant stirring. The concentration of the resulting CeO2 sol, according to thermogravimetric analysis, was

20.6 g/L (0.12 M).

At the second stage, the surface of CeO2 nanoparticles was functionalized with ammonium citrate (#247561, Sigma).

An electrostatically stabilized CeO2 sol was added to an aqueous solution of ammonium citrate (0.12 mol/L) under

stirring. After addition of CeO2 nanoparticles to the ligand solution, stirring was continued for 30 min.

Powder X-ray diffraction analysis (XRD) of powders obtained by drying colloidal solutions of cerium dioxide at

50 ◦C was carried out on a Bruker D8 Advance diffractometer (CuKα radiation, θ–2θ geometry).

Analysis of the microstructure of samples of CeO2 sols was carried out by transmission electron microscopy (TEM)

on a Leo 912 AB Omega electron microscope at the accelerating voltage of 100 kV.

UV-visible absorbance spectra were obtained on a SF-2000 spectrophotometer (OKB Spektr, Russia). The wave-

length range was 200 – 700 nm, the scanning step was 0.1 nm.

The average hydrodynamic particle diameter of colloidal solutions of CeO2 and the ζ-potential were determined at

20 ◦C using a Photocor Complex analyzer (25 mW, diode laser, λ = 650 nm).

As a source of neutrophilic granulocytes, we used venous blood of apparently healthy donors (n = 3, donors 1–3)

aged 22 ± 1 years, sampled in tubes with an anticoagulant – lithium heparin (17 IU/mL). Biomaterial sampling was

carried out by the qualified personnel. Donors signed an informed consent to participate in the study. The design of the

study was approved by the Ethics Committee of the Research Centre for Medical Genetics (Protocol #5, May 2019). The

samples were stored at +4
◦C for no more than 1.5 – 2 hours from the moment of blood sampling.

The blood samples (600 µl) were preincubated with 30 µl of 1 mM citrate-stabilized CeO2 sol for 30 min. A device

for UV irradiation of blood (UVIB) based on an L11937 pulsed lamp (Hamamatsu, Japan) (device power 30 W, nominal

lamp power 20 W) was used as a source of high-intensity pulsed broadband radiation. The distance from the radiation

source to the sample was 10 cm. To assess the effect of CeO2 nanoparticles on the functional activity of blood neutrophils

during irradiation, a UV irradiation dose was chosen that did not cause significant activation of neutrophils, equal to

210 mJ/cm2.

Analysis of the radical-producing function of blood neutrophils was performed by luminol-enhanced chemilumi-

nescence [43]. We used the protocol of two-stage stimulation of the functional activity of cells: a primer + a main

stimulus. Phorbol-12-myristate-13-acetate (PMA, #P148, Sigma) was used as a primer, and N-formylmethionyl-leucyl-

phenylalanine (fMLF, #F3506, Sigma) was used as a main stimulus. The measurements were carried out in a medium con-

sisting of Hank’s buffer (PanEco, with glucose without phenol red) with Hepes (50 µM, 4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid, #H3375, Sigma).

Cell luminescence was recorded at room temperature on a 12-channel Lum-1200 chemiluminometer (DISoft, Russia).

An aliquot of 450 µl of medium (Hanks/Hepes) with 25 µl of blood was previously incubated with CeO2 citrate sol. Next,

25 µl of 1 mM luminol solution (#123072, Sigma) was added to a cuvette. Spontaneous chemiluminescence of blood cells

was recorded for 10 min. Next, neutrophils were primed by adding PMA (50 ng/mL) without interrupting the recording

of the analytical signal (20 min after the addition of PMA). At the final stage, the main stimulus fMLF (10 µM) was added

to the blood cells, registering the chemiluminescent response of the cells for at least 60 min.
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PowerGraph software (version 3.3) was used to process chemiluminograms. Both for the spontaneous chemilu-

minescence and for PMA+fMLF-stimulated chemiluminescence we calculated the area under the curve (AUC) (Slum,

SPMA+fMLF), which is proportional to the number of produced free radicals. To assess the effects of CeO2 nanoparticles

and UV irradiation, the activation (> 1) and suppression (< 1) coefficients were calculated as the ratio of the correspond-

ing AUC Slum or SPMA+fMLF to the control value (S0). The response of neutrophils without exposure to CeO2 nanoparticles

and UV irradiation was considered as a control.

3. Results and discussion

3.1. Physicochemical characteristics of CeO2 nanoparticles

The X-ray patterns of the dried initial CeO2 sol (pH ∼ 3) obtained by the thermal hydrolysis of cerium(IV) ammo-

nium hexanitrate and the citrate-stabilized colloidal solution of cerium dioxide are shown in Fig. 1a.

FIG. 1. XRD patterns of CeO2 nanopowders (a); TEM images and electron diffraction data (inset) of

CeO2 nanoparticles (b); UV-visible absorption spectra of CeO2 sols (c). Samples of nanoscale cerium

dioxide: bare CeO2 sol (1) and citrate-stabilized CeO2 sol (2).

According to XRD data (Fig. 1a), CeO2 sols contain single-phase cerium dioxide (PDF2 34-0394). The size of CeO2

nanoparticles, estimated from the Scherrer equation, was 3.2 nm. The data on the particle size and the phase composition

of the obtained material were confirmed by the results of analysis of the colloidal solution of CeO2 by transmission

electron microscopy (TEM) and electron diffraction (Fig. 1b).

Absorption spectra in the UV-visible region of the CeO2 sols are shown in Fig. 1c. The appearance of an absorption

band in the region of 280 – 300 nm confirms that the sols do contain nanoscale cerium dioxide.

The average hydrodynamic diameters of particles equal to 11 nm and 14 nm, respectively, were determined by

dynamic light scattering for the samples of initial and citrate-stabilized CeO2 sols. Small changes in the hydrodynamic

diameter upon the interaction of cerium dioxide nanoparticles with the ligand indicate approximately the same degree of

particle aggregation in colloidal solutions of CeO2. Analysis of the electrokinetic properties of CeO2 sols showed that

functionalization of the surface of nanoscale cerium dioxide with citrate ions leads to a decrease in the absolute value of

ζ-potential from +41.2± 1.5 mV to +15.3± 0.9 mV.

3.2. Analysis of the effect of CeO2 nanoparticles on the radical-producing activity of neutrophils

Radical-producing activity of neutrophilic leukocytes was analyzed by luminol-enhanced chemiluminescence method

using a two-step stimulation protocol [43, 44].

In the first series of experiments, we measured spontaneous chemiluminescence of neutrophils (Fig. 2a,c). In the

second series, we measured chemiluminescence stimulated by the sequential addition of PMA and fMLF (Fig. 2b,d).
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FIG. 2. The chemiluminograms of neutrophil response before (a, b) and after (c, d) exposure to UV

irradiation (210 mJ/cm2). Samples: control (without CeO2) (1), with citrate-stabilized CeO2 sol (2).

As for spontaneous chemiluminescence, the signal intensity was low (I < 0.5 arb. units, Fig. 2a,c). The sequential

addition of the stimuli (PMA and fMLF) with various stimulation mechanisms leads to the extended chemiluminescent

response of neutrophils (Fig. 2b,d). Stimulated chemiluminescence is a result of neutrophil priming (pre-activation) with

PMA and subsequent activation with fMLF (Fig. 2b,d). As a result, neutrophils produce various types of reactive oxygen

species (ROS), mainly, hydrogen peroxide and hypochlorite [45]. An increase in the intensity of chemiluminescence

qualitatively indicates an increase in the radical-producing function of neutrophils after the addition of stimuli (Fig. 2b,d).

The used concentration of the colloidal CeO2 solution of 50 µm does not affect cell viability [46–48]. To quantita-

tively assess the effect of CeO2 nanoparticles on the neutrophils response before and after UV exposure, we calculated

the AUC values (Slum, SPMA+fMLF), which are proportional to the amount of formed free radicals (Fig. 3).

To assess the effect of CeO2 nanoparticles, including in combination with UV radiation, based on the ROS-producing

activity of neutrophils (Slum, SPMA+fMLF, Fig. 3), the activation and suppression coefficients were calculated. A coefficient

value > 1 indicates activation of the radical-producing function of neutrophils, and a coefficient value < 1 indicates

suppression of the function (Table 1).

In the absence of UV radiation, the citrate-stabilized CeO2 sol had an activating effect on the spontaneous chemi-

luminescence of neutrophils (Fig. 3a, Table 1). The most prominent effect of enhancing the ROS-producing activity of

cells in the presence of CeO2 nanoparticles was demonstrated by the sample from donor 3. It should be noted that in

a series of control measurements (without CeO2 nanoparticles), the sample from donor 3 was characterized by approxi-

mately 3.5 times higher radical-producing activity compared to the samples from donor 1 and donor 2. In turn, this could

be the reason for the enhancement of stimulated chemiluminescence by CeO2 nanoparticles from donor 3 (Fig. 3b, Ta-

ble 1). At the same time, in the samples from donor 1 and donor 2, the suppressor effect of the citrate-stabilised CeO2 sol

was registered (Fig. 3b, Table 1). The most probable explanation for the observed effect is the competition between im-

munomodulatory and antioxidant effects caused by CeO2 nanoparticles. On the one hand, nanoscale CeO2 should induce

an immune response; on the other hand, having antioxidant properties [49–51], CeO2 nanoparticles are able to prevent the

activation of the radical-producing function of neutrophils. Preincubation of neutrophils with citrate-stabilized CeO2 sol

demonstrates that cerium dioxide nanoparticles themselves can act as stimuli (Fig. 3a, Table 1). Obviously, the stimulating

ability of nanoscale CeO2 depends on the state of neutrophils and the immune system (presence of cytokines, etc.).
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FIG. 3. Distribution histograms of indicators of radical-producing activity of neutrophils Slum and

SPMA+fMLF, calculated from the data of spontaneous and stimulated chemiluminescence, respectively;

before (a, b) and after (c, d) UV exposure (210 mJ/cm2).

TABLE 1. Effect of citrate-stabilized CeO2 nanoparticles (CeO2 NPs) on spontaneous and stimulated

chemiluminescence (CL) of neutrophils before and after UV exposure (average values of the activation

and suppression coefficients are given)

CL Spontaneous CL PMA+fMLF-stimulated CL Spontaneous CL PMA+fMLF-stimulated CL

Factor

determining

the effect

CeO2 NPs CeO2 NPs + UV exposure

donor 1 2.4 0.8 12.2 4.5

donor 2 1.6 0.6 8.1 6.0

donor 3 4.0 *1.5 12.0 1.8

* – activation

The few available studies demonstrate the opposite effect – a decrease in ROS production by immune cells in the

presence of CeO2 nanoparticles [52,53]. Eriksson et al. showed that CeO2 nanoparticles did not induce the production of

free radicals in isolated neutrophils activated by PMA [52]. In these samples, nanoscale CeO2 exhibited significant radical-

scavenging properties [52]. Registration of the luminol-enhanced response of neutrophils makes it possible to trace the

formation of the main types of free radicals. Luminol is a sensitive probe for hydrogen peroxide and hypochlorite ions [54–

56] produced by NADPH oxidase (NOX2) and neutrophil myeloperoxidase. Moreover, in the absence of peroxidases,

the luminescence of luminol can be caused by interaction with the superoxide anion radical [57]. In this study, it is

likely that the suppressor effect in stimulated chemiluminescence in the samples from donor 1 and donor 2 could be due

to the antioxidant activity of CeO2 nanoparticles with respect to hypochlorite ions. The antioxidant activity of CeO2

nanoparticles in relation to HOCl/ClO− was demonstrated elsewhere [53]. The ability of nanoscale cerium dioxide to

catalyze the decomposition of ClO− ions by a reaction involving the reduction of Ce4+ to Ce3+ and the formation of
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oxygen was confirmed in a series of in vitro and in vivo experiments [53, 58]. A significant decrease in myeloperoxidase

activity in hepatocytes under the action of CeO2 nanoparticles was also demonstrated [59]. Thus, the regulation of the

oxidative activity of neutrophils by CeO2 nanoparticles can occur both by direct inactivation of ROS and by suppressing

the activity of cellular enzymes that produce free radicals.

In this study, it was found that the combined action of CeO2 nanoparticles and pulsed broadband UV radiation

at a dose of 210 mJ/cm2 causes activation of neutrophils (Fig. 3c,d, Table 1). Irradiation of blood in the presence of

citrate-stabilised CeO2 sol significantly enhances both spontaneous and stimulated chemiluminescence (Fig. 3c,d). This

effect can probably be due to the prooxidant activity of CeO2 nanoparticles with respect to hydrogen peroxide. There

are only few works devoted to the modulation of the oxidative metabolism of neutrophils by CeO2 nanoparticles under

UV radiation. Exposure of neutrophils to a low dose of UV radiation (500 mJ/cm2) can enhance ROS formation due to

NADPH oxidase activation [31]. In the same report, the ability of CeO2 nanoparticles to significantly reduce the activity

of NADPH oxidase and inhibit free radical processes was demonstrated. The inactivating effect of CeO2 nanoparticles

with respect to free radicals is explained by their catalase- and SOD-like properties [31]. The protective effect of CeO2

nanoparticles against the damaging effect of UV radiation, due to the enzyme-like activity inherent in nanoscale cerium

dioxide, was also observed in experiments with L929 fibroblasts [60]. According to the data, the protective effect also

included an increase in the activity of cellular antioxidant enzymes in the presence of CeO2 nanoparticles when compared

with the control.

Thus, CeO2 nanoparticles can have a variety of effects on living cells. The results obtained demonstrate the ability of

CeO2 nanoparticles to modulate the oxidative metabolism of the main cells of the immune system, neutrophils, and also

to enhance the effects of UV radiation.

4. Conclusions

For the first time, the effect of CeO2 nanoparticles (with or without UV irradiation) on free-radical producing activity

of neutrophils was demonstrated. The modulating effect of citrate-stabilized CeO2 nanoparticles reveals itself either as

enhancement or inhibition of the production of free radicals by neutrophils. In the absence of additional stimuli, CeO2

nanoparticles activate neutrophils. However, this activating effect is less than that of artificial stimuli. As for stimulated

chemiluminescence of neutrophils, nanoscale cerium dioxide has the suppressive effect. Under UV irradiation of blood

at a dose of 210 mJ/cm2, CeO2 nanoparticles enhance the radical-producing function of neutrophils. Hypothetically,

the suppressing and activating effects of citrate-stabilised cerium dioxide sol may be due to the antioxidant activity of

CeO2 nanoparticles with respect to hypochlorite ions and their prooxidant activity with respect to hydrogen peroxide,

respectively.
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ABSTRACT The study is focused on characterization of humic zinc oxide nanocomposites and their potential

application in wound healing as antibacterial agent. Zinc oxide nanoparticles were synthesized with varying

concentrations of humic substances (HS) and analyzed using PXRD, TEM, SEM and UV-Vis techniques. The

nanoparticle sizes based on the PXRD data decreased ranged from 50 to 15 nm along with an increase

in humic ligand concentration. TEM images revealed that the star-shaped aggregates of 200–500 nm ZnO

particles were formed in the absence of HS, whereas the presence of humic ligands led to shapeless smaller

particles ranging from 20 to 200 nm. UV-Vis spectra showed increasing of zinc oxide band gap caused with

an rise of HS concentration. The band gap of ZnO nanoparticles increased from 3.19 eV to 3.40 eV as

the concentration of HS increased up to 15 g/L. The synthesized ZnO-HS nanocomposites were used for

filling in the hydrogels of carboxymethylcellulose (CMC). The release studies of zinc ions from the gel into

different buffers were conducted to imitate wound conditions. The measurements of Zn concentrations over

time in buffer showed a gradual release over time making these gels potentially suitable for long-term wound

treatment.

KEYWORDS humic substances, zinc oxide nanoparticles, release, wound healing.
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1. Introduction

Development of novel biologically active and reactive nanomaterials is a dynamic field of research that has emerged

in recent decades due to the intensive development of nanotechnology. Nanoparticles (NPs) have attracted considerable

attention in both biomedicine and environmental remediation because of their high reactivity connected to high area-to-

volume ratio and the presence of a large number of active sites. Recent reviews on the use of engineered nanomaterials as

antimicrobial agents and for wound healing show the great potential of nanoparticles for biomedical applications [1–3].

Among synthetic nanoparticles, zinc oxide nanoparticles are of substantial importance [4]. A use of zinc oxide NPs as a

source of slow-release zinc was shown to accelerate healing of chronic wounds [1, 5, 6]. There are many mechanisms of

antimicrobial activity of zinc oxide nanoparticles including binding to thiol groups of bacterial proteins, participation in

generation of reactive oxygen species (ROS), and physical interaction with bacteria [7]. Zinc oxide NPs are produced by a

variety of methods [8] including thermal evaporation [9], hydrothermal synthesis [10], sol-gel technique [11], microwave

synthesis [12], wet chemical precipitation [2], etc. Still, the most common method includes wet chemical precipitation

because it is cheap, simple and allow to obtain high yields of NP [2]. This technique implies precipitation of Zn(OH)2
from a solution of Zn2+ precursor (sulphate, chloride, acetate) by interaction with an alkali followed by decomposition

into ZnO NPs [8].

Along with beneficial reactive properties, the use of NPs in biomedicine is of great public concern due to nanotoxi-

city [13]. Due to their size they can penetrate through cellular barriers. To solve this problem, the NPs are packed into

“nanocontainers” made of polymeric materials by modifying the surface of NPs. For this purpose, NPs are prepared in

© Larionov K.S., Volikov A., Sobolev N.A., Kozlov D.A., Perminova I.V., 2023
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the presence of surfactants or ligand exchange is applied on the surface of synthesised NPs [14]. Polyethyleneglycol,

polyethylene-vinylacetate, polyvinylpyrrolidone, polylactate-glycolic acid, and polyvinyl alcohol are often used as poly-

mer compounds [15]. Among natural polymers, chitosan occupies the leading position [16], followed by collagen [17],

gelatin [18], and hyaluronic acid [19]. They are usually used to stabilise NPs in aqueous media, which are most widely

used in biomedical technologies. The advantage of packing NPs in nanocontainers is a significant decrease in cytotoxicity

of nanoparticles with passivated surface compared to nonstabilised NPs [15]. Another promising class of natural poly-

electrolytes is humic substances (HS), which are present in all natural environments and can be obtained on an industrial

scale from oxidised lignite, peat, and other natural resources. Šebesta et al., 2019 [20] showed the positive effect of HS

ligands in sol-gel synthesis of ZnO NPs. However, the authors conducted synthesis at one concentration of HS, whereas

systematic studies at different conditions are essential.

HS are natural polyelectrolytes dominated with carboxyl and hydroxyl groups [21]. Polyfunctional character deter-

mines a wide range of their chemical interactions. They can be oxidized by strong oxidizing agents, act as reducing agents,

participate in protolytic, ion exchange, and complexation reactions, participate in donor-acceptor interactions, form hy-

drogen bonds, and participate in van der Waals interactions [22]. The unique combination of these properties indicates

high potential of HS use for biomedical and environmental applications [23–25]. A lot of publications are dedicated

to a use of HS for modification of NPs [26, 27]. They can act as stabilizing agents preventing aggregation of magnetic

iron oxide nanoparticles in aqueous solutions [28], they inhibit growth and crystallinity of iron oxide NPs [29, 30]. The

advantage of using HS over synthetic polymers is its biocompatibility, which reduces the risk of harm to living organisms

due to the release of nanoparticles [31], as well as the immunostimulatory properties of HS [32].

Another concern with the use of zinc nanoparticles is how they are applied to wounds. Usually, gels or ointments are

used, which are easy to apply because of their viscosity, and the nanoparticles are also consumed evenly, which is also

an advantage. Many of the biomaterials used in the synthesis of ZnO nanoparticles are also good matrices due to their

gel-forming properties, such as alginate [33], chitosan [16], gelatin [34], and sago starch [35]. There is also an approach

in which synthesized zinc oxide nanoparticles are placed in a gel after synthesis, for example, using amphiphilic polymers

such as Carbopol [36] or N,N-dimethylacrylamide (DMAA) [37]. Carboxymethylcellulose (CMC) has also found wide

application, both as a direct agent in the synthesis of zinc oxide nanoparticles [38, 39] and as a separate matrix [40]. The

advantage of CMC is its availability, low cost, and nontoxicity, which allows it to be widely used in the medical and food

industries.

Thus, the production of nanocompositions based on zinc nanoparticles is an urgent task. The use of humic substances

will expand the possibilities of zinc oxide nanoparticles. In view of the lack of humic substances of gel-forming properties,

in this work a CMC was used as one of the most convenient gel matrices.

2. Materials and methods

2.1. Materials

Commercial potassium humate (Powhumus, Humintech GmbH, Germany) isolated from leonardite has been used

as a humic material (CHP). Sodium carboxymethylcellulose (CMC) with a substitution of 1.03 degrees (FL9, Wuxi,

China) was used to create gels. All water solutions were prepared using the Simplicity 185 system using deionised water

(Millipore, Merck KGaA, Darmstadt, Germany). The pH of the solution was measured with the Ecotest-2000 pH meter

(Econix, Moscow, Russia), equipped with a universal glass electrode. Analytical grade reagents (Zn(OAc)2, NaOH) were

used to synthesise zinc oxide nanoparticles and adjust pH.

2.2. Synthesis of humic zinc oxide nanocomposites

ZnO-NPs were synthesized by the method of alkaline precipitation in aqueous solution of HS using an approach

described by [20]. The experimental setup is shown in Fig. 1.

FIG. 1. Scheme of synthesis of Humic-ZnO nanocomposites in media containing humic substances
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We prepared a solution of sodium humate in Milli-Q water at concentrations of 0.1, 0.5, 1, 2, 4, 8, and 15 g/L. Then,

a volume of 50 ml of the prepared CHP solution was placed into a glass equipped with a dropping funnel filled with

2M NaOH and an electrode was inserted for pH measurements during synthesis. A volume of 50 mL of 0.025M zinc

acetate was prepared and added dropwise to the CHP solution under continued stirring and pH adjustment to 12 by adding

2M NaOH. The resulting solution was stirred with a magnetic stirrer for 2 hours at room temperature. Then, the settled

down sediment was separated and washed by multiple centrifugations at 16000 g with Milli-Q water to remove salts and

unbound humic material. The precipitate was dried in a vacuum oven at 60◦C for 12 hours. The obtained precipitates

were from light grey to light brown in color. They were designated as ZnO–PX, where X is the concentration of CHP

during synthesis (g/L).

2.3. Characterisation of humic zinc oxide nanocomposites

The obtained products were characterized using powder X-ray diffraction (PXRD) analysis to determine phase com-

position and crystallite size of the synthesized ZnO-HS-nanocomposites. We used a D/MAX 2500 (Rigaku, Japan) rotat-

ing anode diffractometer (Rigaku, Tokyo, Japan) in reflection geometry (Bragg-Brentano) with Cu Ka1,2 radiation and a

graphite monochromator. The PXRD patterns were collected in a range from 5 to 80◦2θ with a step of 0.02. Phase anal-

ysis was performed using Match 3 software, whereas corresponding to zinc oxide nanoparticles size coherent scattering

region (CSR) was evaluated with anisotropic model using MAUD software [41].

Size and morphology of the ZnO-HS nanocomposites were investigated using a high-resolution transmission electron

microscope (TEM) JEM-2100 F (JEOL, Japan) at an accelerating voltage of 200 kV. Prior to analysis, the dry ZnO-NPs

samples were ultrasonically dispersed in Milli-Q water, and a drop of sample was applied to carbon coated copper grid

and dried.

UV-vis spectroscopy Cary 50 (Varian, USA) was used to measure the absorbance of ZnO–NPs to determine the band

gap width and exciton energy. For the measurements, powder samples of all ZnO–NPs were ultrasonically treated in

Milli-Q water.

Conversion degree of ionic Zn was determined by measuring Zn concentration in the supernatants after separation

of sediments using inductively coupled plasma atomic emission spectrometry (ICP–AES) on an Agilent 5100 instrument.

The concentration of Zn in the supernatants ranged from 0.1 to 0.5 mM, which corresponds to a conversion degree of

98–99% of ionic Zn to ZnO under the conditions used in the described above experimental setup.

2.4. Preparation of gels filled with ZnO-HS nanocomposites

For gel preparation, a weight of ZnO-NP-HS was ultrasonically dispersed in Milli-Q water to yield a concentration of

2% on metallic zinc basis. Then a weight of CMC (2% by mass) was added to the solution with dispersed nanocomposites

and vigorously mixed with a glass rod to obtain homogeneous solution. Intense gelation started within first 10 minutes,

and continued until complete homogenization was achieved in 30 minutes under continued mechanical agitation.

2.5. Setup of zinc release experiments from gels

A nitrocellulose membrane (0.5, 3, 13.5 kDa, Merck, Germany) was used to study zinc release. The membrane was

attached to one end of a plastic tube, 1.5 cm in diameter and 2 cm long. An amount of gel having a weight of 2 g was

placed in a tube. The tube filled with gel was placed atop of a 50 mL tube filled with a buffer solution, so that only the

membrane surface touched the solution. We used Mueller-Hinton broth (Dehydrated infusion from beef 0.3 g/L, Casein

hydrolysate 0.0175 g/L, Starch 0.0015 g/L, Agar, pH 7.3), 0.1M acetate buffer (pH 5.5) and Milli-Q water for release

experiments. To imitate conditions of human body, the test compositions were kept in a thermostat at 37◦C. The samples

were collected after 2, 4, 6, 8, 24, 48, 56.5, 79, 145.5, 247 hours. The aliquot was diluted with 5% nitric acid and analyzed

after a thorough mixing and settled for 1 h using an Agilent 5100 inductively coupled plasma spectrometer (ICP-AES).

The scheme and photo of the experiment installation are shown in Fig. 2. All experiments were carried out in three

replicates. To account for measurement error mean percent standard deviation was evaluated.

FIG. 2. Photo (A) and scheme (B) of equipment for the investigation of zinc release
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3. Results and discussion

3.1. Characterisation of ZnO-NP-HS nanocomposites

ZnO-HS nanocomposites were synthesized using concentrations of HS in the range from 0.1 to 15 g/L. The PXRD

results (Fig. 3A) confirmed the presence of characteristic peaks of ZnO in the samples obtained. At the same time, at high

concentrations of HS – 4, 8, and 15 g/L, characteristic peaks of Zn(OH)2 of low intensity were also detected, which may

be associated with its binding and stabilization with HS.

FIG. 3. PXRD patterns of ZnO-HS nanocomposites synthesised in the presence of increasing concen-

trations of HS (0, 0.1, 2, 4, 8, 15 g/L) (A), HS concentration effect on the calculated CSR sizes and

aspect ratio of ZnO nanoparticles (B)

The NP sizes calculated from the PXRD data (Fig. 3B) ranged from 15 to 45 nm decreasing gradually with an

increase in concentration of the humic ligand. In this case, the sizes of ZnO nanoparticles monotonously decrease both

along the 002 direction and in the perpendicular direction, whereas aspect ratio rises. The observed phenomenon could

be caused by an inhibition of Zn(OH)2 crystallite growth due to blocking growth facets via binding with humic ligands

similar to mechanism for feroxyhyte NPs which was described by [42]. However, when measured with TEM (Fig. 4),

the synthesized composites turned out to be composed of the NPs aggregated into much larger – micron size, star-shaped

particles. It can be explained by the peculiarity of ZnO particle size determination with X-ray diffraction, where the size

of the coherent scattering region is calculated. In contrast, TEM measures size of the whole aggregate.

FIG. 4. TEM images of ZnO synthesized in the absence of HS (A, B), in the presence of 0.1 g/L HS (C),

0.5 g/L HS (D, E) and 2 g/L HS (F)
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The TEM images show that the sizes of the obtained particles are in the micrometer range. The largest particles

(near 1 µm) are observed for the preparations obtained without humic ligands. In the presence of humic ligands, particles

are formed with sizes of 50–200 nm. Humic ligands change not only size, but morphology of particles as well. In the

absence of humic ligands (Fig. 4A,B), star-shaped aggregates are formed, which consist of single ZnO particles of 400–

800 nm in size (Fig. 4B). In the presence of HS (Fig. 4C-F), both large aggregates and small particles are visible. As HS

concentration increases, the particle size decreases down to 50–100 nm (0.1 g/L), 30–100 nm (0.5 g/L), and 10–30 nm

(2 g/L), which is consistent with the PXRD data. When examining the large-scale images (Fig. 3E), the crystal structure

with an interplanar distance of 0.26 nm perpendicular to the plane 002 of ZnO can be seen.

To evaluate the band gap width of zinc oxide nanoparticles obtained with humic substance addition optical absorption

spectra were collected. Absorption coefficients (α) were calculated from measured spectra using Kubelka-Munk theory:

F (R) =
(1−R)2

2R2
=

α

s
,

where F (R) is the Kubelka-Munk function, R is the reflectance, s is the scattering coefficient.

The obtained spectra were transformed into the Tauc plot for allowed direct electron transition (Fig. 5A):

αhν ∼ (hν − Eg)
1/2,

where Eg is the band gap.

FIG. 5. Tauc plot of the humic zinc oxide nanocomposites UV-vis absorbance spectra (A). The HS

concentration effect on the ZnO nanoparticles band gap (B)

The UV-vis absorption curves have a typical for ZnO characteristic absorption edge and exciton peak at 3.2–3.6 eV

range. With increasing concentration of the humic ligand during synthesis, the observed absorption edge shifts to the

larger energies. Also calculated zinc oxide nanoparticles band gap monotonously rises, that possibly is caused by the

decrease in the size of individual crystallites of zinc oxide crystallites (Fig. 5B).

The calculated band gap values for ZnO nanoparticles and their size-dependent behavior are in good agreement with

the reported data [43, 44]. It can be explained by decreasing the ZnO nanoparticles sizes caused by addition with HS

during synthesis. Thus, the presence of HS allows us to control the ZnO nanoparticles sizes and to tune their band gap

width, increasing it up to 3.40 eV at HS concentration of 15 g/L.

As can be seen from the above data, the use of humic substances leads to a significant change in the morphology of

zinc oxide nanoparticles. The presence of humic substance both stabilizes the smaller ZnO crystallites and prevents its

further aggregation. It also should be emphasised that a relatively high concentration of humic substances, from 4 g/L, is

needed to observe a significant effect. This concentration is much higher than the typical maximum for natural content

in water (up to 0.2 g/L), and the effect of this concentration range on ZnO nanoparticles was investigated earlier [20].

However, for the directed synthesis of drugs, the use of these concentrations is quite justified, since humic substances

retain their neutral properties even at high concentrations.

3.2. Filling gels with ZnO-HS nanocomposites and zinc slow release

When the humic ZnO nanocomposites are dispersed, a non-viscous suspension is obtained, which is inconvenient to

apply in the case of wounds. For wound treatment, gels and ointments are widely used, the advantage of which is high

viscosity and more prolonged exposure of active substances to the wound. Therefore, in this work, we used commercially

available preparations of carboxymethylcellulose (CMC) as gel carriers, which are widely used to create gels that are

convenient and safe, including for the creation of medical preparations for external use. For gel preparation, ZnO samples

were dispersed in water at a concentration of 2% zinc and then the gel matrix was added and stirred vigorously for

30 minutes until the gel swelled to a halt. Fig. 6 shows photo (A, B) of gel making filled with ZnO-P15 nanocomposites

and SEM image (C, D).
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FIG. 6. Photo of Gel preparations filled with ZnO-P15 nanocomposites (A, B) and SEM image of them

(C, D)

The resulting gels are quite dense, do not spread on the surface, and are able to hold the liquid containing active

ingredients in its composition. The TEM results (Fig. 6 C,D) for this gel show the presence of a wide distribution of

particle size in it, from small, 10–20 nm, to large 200–500 nm aggregates.

For wound healing dressing, the active ingredients must be slowly released. In this case, as a result of the influence

of the wound environment and various anions, zinc nanoparticles are gradually destroyed with the release of zinc, which

has an antibacterial and wound-healing effect. The anions diffuse into the gel and dissolve the zinc oxide, resulting in the

release of zinc as a Zn2+ ions. To study kinetics of this process, the release of zinc in Mueller-Hinton broth and 0.1M

acetate buffer (pH 5.5) was studied through membranes with different pore diameters: large (13.5 kDa) intermediary

(3.5 kDa) and small (0.5 kDa), and the data obtained are shown in Fig. 7.

FIG. 7. Kinetics of the zinc release from CMC gel, A - acetate buffer, B - Mueller-Hinton broth, pore

diameter of the dialysis membrane: 13.5 (highlighted in blue), 3.5 (highlighted in orange) and 0.5 kDa

(highlighted in green), respectively

It can be seen that zinc is released into the acetate buffer at the higher rate (Fig. 7A) as compared to the Mueller-

Hinton broth (Fig. 7B), which is manifested as the steeper slope of the release plots in Fig. 7B. At the same time, the total

amount of zinc released is larger for the Mueller-Hinton broth as compared to the acetate buffer. Against the expectations,

the largest zinc release was observed for the membrane with intermediary pore size (3.5 kDa) in case of the acetate buffer,

where it achieved (50±10) %. At the same time, this very membrane was characterized with the minimum zinc release

into the Muller Hinton broth of (30 ±5%). Such a discrepancy in the expected and factual values of zinc release through

this membrane might be indicative of its biased behavior for the systems used in this study.

The zinc release from the gel reached its equilibrium after 150 hours of exposure on all three permeable membranes

used in this study. The amount of zinc transferred into the solution over this exposure time accounted for (40 ± 10)

% of its total content in the gel both for the large and small membranes. For the intermediary membrane, the released

amount varied substantially for Mueller-Hinton broth versus acetate buffer and accounted for 30 and 60%, respectively. Of

importance is that a substantial portion of zinc (from 10 to 15% of its total content in the gel) zinc was released during the

first 24 hours, which gives good promise for the long-term effect of the carboxymethylcellulose gels filled with ZnO-HS

nanocomposites.

4. Conclusions

In this work, we showed that the humic substances can be used effectively in the wet precipitation synthesis of zinc

oxide nanoparticles within concentrations up to 15 g/L facilitating the formation and stabilization of zinc oxide nanopar-

ticles. HS inhibits the growth of ZnO nanoparticles by blocking growth facets similar to mechanism described in the
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literature for feroxyhyte NPs [41]. This phenomenon brings about formation of smaller nanoparticles. These nanosize-

effects of HS with respect to ZnO particles were experimentally evidenced with a use of PXRD and UV-vis spectroscopy

measurements. The nanocomposites obtained can be efficiently used for the treatment of wounds due to beneficial com-

bination of properties of the both components: ZnO-NPs might act as antibacterial agents, whereas HS could prevent

cytotoxicity and rapid consumption of Zn-NPs. The most preferable treatment form for wound healing applications are

hydrogels. This is why we filled in 2% solution of carboxymethylcellulose with the ZnO–HS nanocomposites and studied

zinc release from the filled gels. The results showed that zinc is released slowly, about 10–30% of the total amount for

the first day. This allowed us to conclude that the CMC gels filled with ZnO-HS nanocomposites could be used as a

slow-release zinc applications in wound healing.
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ABSTRACT Structural transformations of nanocrystals in the LaPO4–YPO4–(H2O) oxide system were investi-

gated under hydrothermal conditions at 230◦C, depending on isothermal holding times (2 hours, 7 days and

28 days). It was shown that before hydrothermal processing, phases crystallize in the system with rhabdophane

structures La1−xYxPO4 · nH2O (0 ≤ x ≤ 0.80) and xenotime YPO4. It has been determined that increasing the

duration of isothermal treatment under hydrothermal conditions leads to the transformation of the rhabdophane

phase into phases with monazite and equilibrium xenotime structures, with an intermediate crystallization of

the metastable monazite phase. It is noted that only after 28 days of hydrothermal treatment at 230◦C, the

system approaches the equilibrium composition of the phases with monazite structures La0.97Y0.03PO4 (with

crystal sizes of 18–50 nm) and xenotime YPO4 (with crystal sizes of 45–90 nm). In a single-phase sample

with a monazite structure La0.75Y0.25PO4, the average crystal size remains unchanged at around 20 nm after

2 hours, 7 days and 28 days of hydrothermal treatment at 230◦C.

KEYWORDS nanocrystals, monazite, xenotime, rhabdophane, structural transformations, yttrium phosphate,

lanthanum phosphate.
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1. Introduction

Materials based on nanocrystalline rare-earth phosphates are of significant interest due to their wide range of appli-

cations in optics [1–4], catalysis [2,5,6], medicine [7–9], fabrication of gas sensors [10] and other fields [11–13]. Special

attention is given to the binary- and multi-component systems based on rare-earth orthophosphates, as they are used as

luminescent materials [14, 15] and matrices for immobilizing toxic and radioactive waste [16–18].

Depending on the synthesis conditions, rare-earth phosphates can be obtained in the form of phases with a monazite

structure (LREPO4, LRE=La→Gd, space group (SG): P21/n) [19–21], xenotime structure (HREPO4, HRE=Tb→Lu, Y,

Sc; SG: I41/amd) [19, 21], rhabdophane structure (REPO4 · nH2O, RE=La→Gd, Y, n=0-1; SG: C2 or P6222) [22, 23]

and churchite or weinschenkite structure (HREPO4 · 2H2O, HRE=Tb→Lu, Y; SG: C2/c) [24–26]. Hydrated phases with

rhabdophane and churchite structures are often considered as precursors for the formation of anhydrous phases with

monazite and xenotime structures. It was found that the loss of structurally bound water with increasing temperature

leads to the transition of the rhabdophane structure to monazite and the churchite structure to xenotime for individual

compounds of the REPO4 · nH2O type [27,28]. An exception is yttrium orthophosphate, which crystallizes under certain

conditions into a phase with a rhabdophane structure that can transform into a phase with a xenotime structure [29].

However, it is also possible to form anhydrous phases with monazite and xenotime structures without the use of high

temperatures [30, 31].

© Enikeeva M.O., Proskurina O.V., Gerasimov E.Yu., Nevedomskiy V.N., Gusarov V.V., 2023
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For the synthesis of nanocrystalline materials based on rare-earth orthophosphates, soft chemistry methods are com-

monly used, such as precipitation [28, 32–34], sol-gel [3, 35–38], hydrothermal and hydrothermal-microwave synthe-

sis [1, 4, 38–41]. At times, precipitates obtained by soft chemistry methods are annealed at temperatures ≥ 500
◦C to

obtain samples with monazite and xenotime structures [18, 20, 43].

Studies of structural transformations in the LaPO4–YPO4–(H2O) system were investigated in works [34, 36, 44–49].

During heat treatment at temperatures of 1000–1600◦C, phases with monazite and xenotime structures are formed in

the system. There is a wide homogeneity range of solid-solution with a monazite structure (up to 42 mol. % YPO4

at T = 1600
◦C), while the solubility of LaPO4 in the xenotime phase is extremely low (less than a few percent at

T = 1600
◦C). Phases with rhabdophane, monazite and xenotime structures were obtained in the LaPO4–YPO4–H2O

system using soft chemistry synthesis methods. However, research in the low-temperature range remains poorly system-

atic and has little focus on phase transformations in the system with varying synthesis durations. This information can be

valuable for improving the understanding of phase stability in the LaPO4–YPO4–H2O system and predicting the behavior

of functional materials based on it.

Taking into account the above considerations, this study aims to investigate the structural transformations of nanocrys-

tals in the oxide system LaPO4–YPO4–(H2O) under hydrothermal conditions, focusing on the influence of the duration

of isothermal holding times.

2. Experimental

The following chemical reagents were used for the synthesis of nanopowders with the composition

La1−xYxPO4 · nH2O (x =0-1): lanthanum (III) nitrate hexahydrate La(NO3)3 · 6H2O (puriss.), yttrium (III) nitrate

hexahydrate Y(NO3)3 · 6H2O (puriss.) and ammonium dihydrogen phosphate NH4H2PO4 (puriss.).

The precipitation was carried out from solutions of the reagents in distilled water by adding the NH4H2PO4 solution

to the rare-earth nitrate solution with continuous stirring at T = 25± 5
◦C.The resulting white suspension with pH=1 was

constantly stirred for 15 minutes.

For hydrothermal synthesis, the suspension obtained by precipitation was transferred into a Teflon-lined autoclave

(filling factor 0.7) and hydrothermally treated at T = 230
◦C and P ∼10 MPa with isothermal holding times: 2 hours,

7 days and 28 days.

Samples obtained by both precipitation and hydrothermal treatment were washed with distilled water until reaching

a pH of 7, centrifuged (at 10,000 rpm), dried at T = 75
◦C for 24 hours and subsequently ground using an agate mortar.

The elemental composition of the samples was determined using energy-dispersive X-ray spectroscopy (EDS) with a

Tescan Vega 3 SBH scanning electron microscope (Tescan, Czech Republic) equipped with an Oxford Instruments INCA

x-act microanalysis system (UK). The measurements were conducted in the energy range up to 20 keV in five different

areas and the obtained values were averaged.

X-ray diffraction (XRD) analysis of the samples was performed based on the powder diffraction patterns obtained

using a Rigaku SmartLab 3 X-ray diffractometer (Cu Kα- radiation) in the angular range of 2θ = 10–90◦ with a step size

of 0.01◦ and scan speeds of 0.2◦/min and 0.8◦/min. Phase analysis of the samples was carried out using the ICSD PDF-2

and CSD databases. Quantitative phase analysis was performed using the SmartLab Studio SmartLab Studio II v4.4.241.0

(Rigaku Corporation, Japan). The average crystallite sizes were determined using non-overlapping reflections for each

phase: the 200 reflection for the monazite structure phase, the 101 reflection for the xenotime structure phase and the 111̄

reflection for the rhabdophane structure phase. The average crystallite size of xenotime phase in the samples obtained by

precipitation was determined using the Scherrer formula [50] based on 101 and 200 reflections. The composition of the

variable composition phase with a monazite structure was determined using Retgers law [51] and literature data [20, 46].

The investigation of the crystal structure and microstructure of the samples was carried out using high-resolution

transmission electron microscopy (HRTEM) on an electron microscope ThemisZ (Thermo Fisher Scientific, USA), which

provided a maximum lattice resolution of 0.07 nm and on an electron microscope JEM- 2100F (JEOL Ltd., Akishima,

Tokyo, Japan) with an accelerating voltage of 200 kV. During the operation of the ThemisZ microscope, images were

recorded using a Ceta 16 CCD sensor (Thermo Fisher Scientific, USA). The microscope ThemisZ was also equipped with

an EDX Super-X spectrometer (Thermo Fisher Scientific, Bleiswijk, The Netherlands) with a semiconductor Si detector

providing an energy resolution of 128 eV.

To construct particle size distribution histograms, particle images were analyzed by the ImageJ software. There were

at least 40 particles in the samples. The distribution histogram was processed using the lognormal distribution law.

3. Results and discussions

According to the elemental analysis data, the molar ratio of RE:P is close to 1:1 in all samples, which corresponds to

the stoichiometry of rare-earth phosphate. For the designation of the samples, an experimentally determined molar ratio

of yttrium and lanthanum is used, expressed as Yn%, where n%= n(Y)/(n(Y) + n(La))·100% Yn% - represents the molar

percentage of yttrium relative to the sum of rare-earth elements, n(Y) is the molar fraction of yttrium in the sample and

n(La) is the molar fraction of lanthanum in the sample.
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Figure 1 shows the X-ray diffraction patterns of the samples obtained by precipitation. Nanocrystalline samples

with compositions of 0%–Y73% exhibit a rhabdophane structure. In the Y81% sample, reflections of the rhabdophane

structure are present, as well as broadened reflections corresponding to the xenotime structure, which are also observed in

the Y93%–Y100% samples.

FIG. 1. The X-ray diffraction patterns of the samples obtained by precipitation

Figure 2(a) present the dependency of the unit cell volume per formula unit on the composition of the system for

the rhabdophane and xenotime structure phases in the samples obtained by precipitation method. In the system, a solid

solution with a rhabdophane structure La1−xYxPO4 · nH2O (x < 0.81) is formed. In the Y81% sample, the obtained

values of the V /z parameter for the rhabdophane structure have larger values compared to those for the Y73% sample,

which is due to the crystallization of the YPO4 xenotime-structured phase in this sample as well. The presence of an

amorphous phase containing lanthanum cannot be excluded in the Y93%–Y98% samples.

The dependence of the weighted average crystallite size with rhabdophane structure on the YPO4 content in the

system is shown in Fig. 2(b). For La1−xYxPO4 · nH2O (x < 0.5), the formation of nanocrystals with an average size of

5–10 nm. Further increase in the molar fraction of yttrium orthophosphate in the system leads to an increase in the sizes

of rhabdophane-structured crystals several times. In the Y81% sample, the value D = 45 ± 30 nm. The average size

of xenotime-structured phase crystals in Y93%–Y100% samples, determined by the Scherrer formula, does not exceed

5 nm.

Figure 3(a,c,e) present microphotographs of Y23%, Y73% and Y100% nanoparticles obtained by precipitation

method. Microphotographs for the LaPO4 sample obtained by precipitation method are presented in the work [32].

Based on the analysis of the images, histograms of particle size distribution according to their cross-sectional area (thick-

ness) were constructed, as shown in the Appendix (Supporting Materials Fig. S1(a,b,c)). The Y23% nanoparticles with

rhabdophane structure have a rod-like shape (Fig. 2(a)) with a narrow distribution of particle thicknesses (Fig. S1(a)). The

thickness of the nanorods varies in the range of 5–10 nm.

In the Y73% sample (Fig. 3(c)), the particles have an prolate form with a significantly lower aspect ratio of geometric

parameters compared to the LaPO4 sample [32]. The particle size distribution for the Y73% sample with rhabdophane

structure, shown in Fig. S1(b), is considerably wider than that of the Y23% sample. The particle thickness varies in the
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FIG. 2. a) The dependence of unit cell per formula unit of structure on the yttrium content; b) The mean

volume weighted crystallite size (D) of the rhabdophane-structured nanocrystals La1−xYxPO4 · nH2O

(x ≤ 0.81), obtained by precipitation method, on the composition of the system

range of 10 to 50 nm. The average crystal sizes for the Y23% and Y73% samples (Fig. 2(b)) with rhabdophane structure

correlate quite well with the average particle thicknesses (Fig. S1(a,b)) of these samples. This was also shown in the

work [45] for samples with the composition LaPO4:YPO4=1:3.

In the Y100% sample (Fig. 3(e)), there are nanocrystals with interplanar distances d ≈ 3.45 Å and d ≈ 2.56 Å

corresponding to the (200) and (112) planes of the xenotime structure. The cross-sectional size of the nanoparticles in

the sample does not exceed 10 nm (distribution shown in Fig. S1(c)) and correlates with the crystal size of the xenotime-

structured phase, as determined by the Scherrer formula (∼ 5 nm).

The microdiffraction patterns of the Y23%, Y73% and Y100% samples are shown in Fig. 3(b,d,f). In the Y23%

and Y73% samples, only rhabdophane structure reflections are observed, while in the Y100% sample, only xenotime-

structured phase reflections are presented.

Figure 4(a) shows a microphotograph of particles from the Y73% sample with rhabdophane structure, synthesized

by precipitation method. The results of elemental mapping are shown in Fig. 4(b). Despite the Y73% sample with

rhabdophane structure being single-phase, the distribution of elements La(Lα-series) and Y(Kα-series) in each particle

is not homogeneous. Energy-dispersive analysis of an individual particle showed that the Y:La ratio at the edges of the

particle is close to 4:1, while in the central part of the particle, it is approximately 3:2. The total amount of yttrium in

all particles corresponds to the composition determined by energy-dispersive X-ray analysis using SEM, i.e., close to

73 mol.% YPO4. Apparently, the compositional inhomogeneity of the particles in the Y73% sample can be attributed

to the difference in the solubility product of lanthanum and yttrium phosphates in an acidic media. This leads to the

formation of nanocrystals with a rhabdophane structure containing a relatively higher amount of La than indicated by the

stoichiometry of the precipitated phase. As a result, the mother liquid becomes depleted in La3+ ions and an yttrium-

enriched rhabdophane phase crystallizes on the periphery of the particles. Fig. S2 shows the image of an individual

particle from the Y73% sample with complete elemental mapping, where the presence of lanthanum can also be observed

predominantly in the central part of the particle.

In the LaPO4–YPO4–(H2O) system, after hydrothermal treatment (HT) at 230◦C with different isothermal hold-

ing times (2 hours, 7 days and 28 days), phases with monazite, rhabdophane and xenotime structures crystallize. The

diffraction patterns of the samples are presented in the Supporting Materials in Fig. S3, S4 and S5.

The phase quantities and the dependence of the unit cell per formula unit of structure on the yttrium content after

hydrothermal treatment are shown in Fig. 5(a-f). HT of samples for 2 hours (Fig. 5(a,b)) leads to the formation of a

solid solution with a monazite structure La1−xYxPO4 (x ≤ 0.38), the formation of a solid solution with a rhabdophane

structure and the formation of a phase with a xenotime structure. The single-phase solid solution with a monazite structure

has a composition of 0 < x ≤ 0.25. Partial phase transformation the rhabdophane structure to the monazite structure

occurs in the samples 0.25 < x < 0.70, which is consistent with the data on the LaPO4:YPO4=1:1 sample obtained under

hydrothermal-microwave conditions [49]. In samples Y71%–Y80%, one phase with the rhabdophane structure is formed,

similar to before HT (Fig. 2(a)). For samples with a composition of 0.85 ≤ x ≤ 0.92 after 2 hours of HT, the initial

precipitate, which contains not only amorphous phase but also nanocrystalline xenotime, transforms into phases with
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FIG. 3. TEM images and microdiffraction patterns samples synthesized by precipitation method:

a,b) Y23%; c,d) Y73% and e,f) Y100% (YPO4)
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FIG. 4. a) TEM image and b) element mapping particles from the Y73% sample, synthesized by pre-

cipitation method

structures of monazite, rhabdophane and xenotime. The monazite phase is depleted in YPO4 component compared to the

nominal composition of the samples and has the composition La1−xYxPO4 (x ≤ 0.28). The fraction of monazite phase

in samples containing 0.85 ≤ x ≤ 0.92 is approximately 10%. The composition of the xenotime phase can be considered

close to YPO4 within the experimental error. The composition of the rhabdophane phase La1−xYxPO4 ·nH2O is difficult

to determine accurately due to the narrow concentration range of a single-phase region after hydrothermal treatment. The

fraction of xenotime phase in samples with a composition of 0.85 ≤ x ≤ 0.92 increases along with the fraction of yttrium

phosphate in the system. In samples Y97% and Y100%, only the xenotime phase is observed in the diffraction patterns.

Figure 5(c,d) shows the phase ratios and changes in the unit-cell volume normalized to the number of formula units

for the monazite and xenotime phases in samples after 7 days of HT. The samples have completely transformed from the

rhabdophane structure to phases with monazite and xenotime structures. For samples with a composition of x ≤ 0.25, the

formation of the solid solution with a monazite structure is observed, similar to that after 2 hours of HT. Samples Y53%,

Y74% and Y84% contain two phases with different compositions but with a monazite structure, as well as a phase with a

xenotime structure. The diffraction patterns of the samples, presented in Fig. S4, show reflections of two monazite phases

with the different dissolved yttrium, as well as reflections of the xenotime structure. For the Y53% sample, the profiles

of the reflections of the two monazite phases heavily overlap, indicating their similar composition and a relatively large

error in determining the parameters of the unit cell. In the Y74% and Y84% samples, the fraction of the monazite phase

enriched in yttrium, with a composition of 0.28 ≤ x ≤ 0.37, does not exceed 30% and decreases with an increase in the

amount of yttrium in the system. The fraction of the second monazite phase, with a composition of 0.09 ≤ x ≤ 0.12,

does not exceed 8%.

The phase ratios and changes in the volume of the unit cell, normalized to one formula unit, for the monazite and

xenotime phases in samples after 28 days of HT, are shown in Fig. 5(e,f). Samples Y54%, Y74% and Y84% contain a

xenotime phase and a single phase with a variable composition monazite structure. The phase ratio in the entire two-phase

region has a linear character, indicating a nearly equilibrium phase ratio in the LaPO4–YPO4–(H2O) system. It is worth

noting that the composition of the monazite phase La1−xYxPO4 (x ≈ 0.03) in the Y84% sample can be considered as the

closest to the equilibrium at T = 230
◦C, P ∼ 10 MPa (hydrothermal conditions). At compositions closer to this ratio of

LaPO4:YPO4, phase transformations occur more slowly and in samples after 28 days HT, solid solutions with a monazite

structure La1−xYxPO4 exist with a composition of 0.07 ≤ x ≤ 0.17.

The dependencies of the mean volume weighted crystallite size of phases in the samples after 2 hours of HT are

shown in Fig. 6(a), after 7 days in Fig. 6(b) and after 28 days in Fig. 6(c). After 2 hours of HT, the crystallites with a

monazite structure do not exceed 20 nm in samples with compositions of x ≤ 0.60. The crystallites of the rhabdophane

phase, which coexist with the monazite phase, have similar values of the mean crystallite size (around 20 nm). In the

single-phase region under these HT conditions, the rhabdophane crystallites reach 80 nm. It should be noted that the

dependence of the mean volume weighted crystallite size of the rhabdophane phase after HT-treated similar to samples,

obtained by precipitation method and, tends to increase with an increase in the molar fraction of YPO4 in the system. The

crystallites with a monazite structure in samples Y86%–Y92% exhibit significant variation in size, ranging from 20 to

100 nm. The xenotime phase crystallites have the mean volume weighted size of D ≈ 60 nm with a fairly wide range of

values.
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FIG. 5. Phase ratio and change in the unit-cell volume normalized to the number of formula units for

rhabdophane, monazite and xenotime structures on the yttrium content of samples after HT: a,b) 2 hours;

c,d) 7 days; e,f) 28 days
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FIG. 6. The dependence of the mean volume weighted crystallite size on the composition of the system

of samples after HT: a,b) 2 hours; c,d) 7 days; e,f) 28 days
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After 7 days of HT, the mean volume weighted crystallite size of the monazite phase in samples with x ≤ 0.50 was

found to be 20±10 nm (Fig. 6(b)). In samples with a LaPO4:YPO4 ratio close to 1:1, there is a tendency for the weighted

average crystallite size of the xenotime phase to increase to 90±35 nm compared to the Y100% sample (D = 45±25 nm).

The weighted average crystallite sizes of the monazite phase in the Y74% and Y84% samples are quite close, averaging

50 ± 20 nm. The determination of the average crystallite size of the monazite phase in the Y53% sample has a larger

error due to the overlap of two reflections from monazite phases with different compositions. It is worth noting that the

crystallite sizes may be smaller than 20 nm for both compositions of the monazite phase.

After 28 days under hydrothermal conditions, the mean volume weighted crystallite size of the monazite phase in the

Y0% sample twofold increase compared to that after 2 hours of HT, reaching 38± 21 nm. The average crystallite sizes of

the xenotime structure in samples with a LaPO4:YPO4 ratio of approximately 1:1 tend to increase, similar to the samples

after 7 days of HT. The decrease value of the mean volume weighted crystallite sizes of the xenotime structure in the

Y54% sample is likely caused by the transformation of the metastable phase with a monazite structure into phases with

xenotime and monazite structures. As a result of the transformation process, new nanocrystals with a smaller size and a

xenotime structure are formed, which affects the size distribution characteristics. The weighted average crystallite sizes of

the monazite and xenotime structures in the Y74% and Y84% samples have a larger range of values compared to samples

of the same composition after 7 days of HT. This fact is likely also caused by the transformation of the metastable phase

with a monazite structure into more stable phases - a monazite phase with a different composition and a xenotime phase.

It is worth noting that there was no increase in the mean volume weighted crystallite size of the monazite structure in the

Y25% sample after 28 days of HT (D ≈ 20 nm).

Figure 7 shows TEM image of nanoparticles and their distribution in the cross-sectional sizes of a sample with a

composition of La0.75Y0.25PO4 with monazite structure after 28 days of HT. The monazite nanoparticles have rod-like

shapes with a relatively high aspect ratio. The distribution of particles according to their smaller dimensions ranges from

10 to 40 nm, with a weighted average thickness of about 18 nm. It should be noted that a significant systematic error

was most likely introduced into the particle size distribution during the sample preparation. It is due to the fact that upon

completion of the ultrasonic dispersion of a suspension of particles in alcohol, the particles begin to settle to the bottom

and the settling rate of large heavy particles is obviously higher. Nevertheless, the mean volume weighted crystallite size

determined from the X-ray diffraction line profile (D = 20 ± 8 nm) correlates well with the TEM data on the average

particle thickness.

FIG. 7. TEM image of the La0.75Y0.25PO4 sample synthesized by the hydrothermal method at 230◦C

for 28 days and the histogram of particle size distribution (on inset)

Hydrothermal treatment at 230◦C for 28 days leads to the formation of phases with compositions close to the equilib-

rium state of the system: a monazite-structured phase La1−xYxPO4 (x ≤ 0.03) and a xenotime-structured phase YPO4.
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With increasing isothermal holding time of HT from 2 hours to 7 days and 28 days, a transformation of the rhabdophane-

structured phase into the monazite-structured and xenotime-structured phases was observed in the system, along with

a gradual redistribution of the YPO4 component between the monazite-structured and xenotime-structured phases. The

La0.75Y0.25PO4 sample, crystallizing in the monazite-structured phase, does not change its phase composition or crys-

tal size (D ≈ 20 nm) with increasing duration of isothermal holding time under hydrothermal condition. Based on the

obtained data, it can be presumed that the La0.75Y0.25PO4 sample also crystallizes in a metastable monazite-structured

phase, and that increasing the duration of HT will lead to transformations of this metastable phase into phases with

more equilibrium compositions, such as the monazite-structured and xenotime-structured phases. On the other hand,

analysis of literature data for the LaPO4–YPO4 system at T ≥ 1000
◦C [46, 48] has shown that only one phase with a

monazite structure is observed for the La0.75Y0.25PO4 sample. It is likely that the stability of the monazite-structured

phase La0.75Y0.25PO4 is related to the prehistory of the initial sample and homogenization of the La and Y atoms in the

rhabdophane-structured phase. However, without a phase diagram for the LaPO4–YPO4–(H2O) system, extrapolating the

literature data to low temperature ranges would still have significant uncertainty.

4. Conclusions

It has been shown that in the LaPO4–YPO4–(H2O) system, nanocrystalline samples of a solid solution with rhabdo-

phane structure La1−xYxPO4 · nH2O (0 ≤ x ≤ 0.80) were obtained using a precipitation method. The average thickness

of the nanocrystals with rhabdophane structure correlates well with the mean volume weighted crystallite size for the

samples after precipitation, indicating their single-crystalline structure in cross-sectional size of the nanorods. After hy-

drothermal treatment at 230◦C for 2 hours, phases with monazite, rhabdophane, and xenotime structures are formed in the

system in various ratios. After hydrothermal synthesis for 7 days in the system, phase transformation from a rhabdophane-

structured phase to nanocrystals of two different compositions with monazite structure and to a xenotime-structured phase

occurs. The phase fraction of the metastable phase with higher yttrium solubility in monazite structure after 7 days of

HT ranged from ∼20 to ∼35%. With an increase in the duration of isothermal holding time to 28 days, the metastable

phase with higher yttrium solubility in monazite structure is completely transformed into phases with structures of YPO4

xenotime and La1−xYxPO4 monazite with compositions close to equilibrium.

Thus, it is shown that in the LaPO4–YPO4–H2O system at low temperatures, the phase with variable composition

with a high yttrium content and a monazite structure, and the phase of indefinite composition containing a significant

amount of lanthanum with a rhabdophane structure, are not in equilibrium. The stability of the monazite phase in a

sample with a composition of La0.75Y0.25PO4 after 2 hours, 7 days and 28 days of HT at 230◦C, which does not change

its composition and remains in the form of nanocrystals with an average crystal size of about 20 nm, can be explained by

the presence of this phase in a metastable state.
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ABSTRACT A thermal reduction of Nd2−xSrxNiO4−δ (x = 0–1.4) solid solutions in an Ar/H2 gas mixture occurs

in several separate stages. The initial stages of reduction presumably related to the reduction of Ni3+ to

Ni2+ cause only minor changes in the initial K2NiF4 type structure and retain the morphology of the complex

oxide particles. Occasionally, this process is accompanied by the appearance of Ni metal nanoparticles at the

surface of oxide grains. As-obtained Ni/metal oxide nanocomposites similar to the products of redox exsolution

demonstrate noticeable catalytic activity in the reaction of CO2 hydrogenation at T = 350–400◦C.

KEYWORDS nanoparticles, nanocomposites, thermal reduction, redox exsolution, catalysis, CO2 hydrogena-

tion.
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1. Introduction

Most of the modern chemical synthesis methods of metal-oxide nanocomposites are based on the soaking of refrac-

tory substrates with solutions containing transition metals followed by the thermal reduction of the dried substrate [1].

However, the growing attention has been attracted in recent years by the new synthesis techniques based on the formation

of metal-oxide nanocomposites in situ, by the thermal decomposition of solid multicomponent precursors in the reductive

environment. Along with polynuclear complex compounds and metal-organic frameworks (MOF), complex oxides of

transition elements could be also used as precursors in this synthesis [2–4].

An original synthesis technique was proposed last years based on the partial reduction of several complex oxides at

elevated temperatures in the reducing environment. Despite retaining the crystal structure of the initial complex oxide with

minor changes only, this process is accompanied by the formation of the isolated spherical nanoparticles of the transition

or noble metals at the surface of larger grains of the precursor compound [5–7]. An essential feature of nanocomposites

obtained by this technique called redox exsolution is their enhanced thermal stability due to socketing the metal particles

to the surface of precursor grains. This effect was observed for a limited number of rather specific complex oxides like

cation-deficient perovskites or solid solutions containing a small amount of transition metals only [8–10]. Due to the low

rate of metal particle formation, this process usually takes processing for several hours at elevated temperatures, usually

at T > 700
◦C.

Recent studies demonstrated that metal-oxide nanocomposites with morphology rather similar to the products of

redox exsolution could be obtained by the complete thermal reduction of complex oxides of rare earth, cobalt, and nickel

with K2NiF4 structure [11–13]. Another feature of these nanocomposites that makes them similar to the redox exsolution

products is their excellent catalytic activity, selectivity, and stability of the catalytic properties in the processes of partial

oxidation and dry reforming of methane at T = 750–850◦C.

© Malyshev S.A., Shlyakhtin O.A., Timofeev G.M., Mazo G.N., Roslyakov I.V., Vasiliev A.V.,

Shatalova T.B., Kustov A.L., 2023
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During these studies, it was found that complex oxides Nd2−xSrxNiO4−δ with K2NiF4 structure used as precursors

could be obtained for x ≤ 1.4 though the formation of these compounds is rather complicated; some of them could be

obtained at T > 1100
◦C only [14]. A complete reduction of these compounds is usually completed at T > 800

◦C; this

temperature usually increases with an increase in Sr content. All these processes are realized in two distinct stages.

The first step of this process has never been studied before. Taking into account an expected similarity of this stage

– partial reduction of Nd2−xSrxNiO4−δ – with redox exsolution processes and, hence, the possibility to observe the

formation of Ni nanoparticles at the surface of partial reduction products, the present study was aimed at the investigation

of the processes and products of the partial reduction of Nd2−xSrxNiO4−δ . Due to the limited thermal stability of these

products, the evaluation of their catalytic properties was performed in the CO2 hydrogenation process usually realized at

300–400◦C [15–18].

2. Experimental

A series of complex oxide precursors Nd2−xSrxNiO4−δ (x = 0; 0.5; 1; 1.2; 1.4) was obtained by the freeze drying

synthesis method. The details of the synthesis technique can be found elsewhere [14]. Briefly, the aqueous solutions of

Nd nitrate, Ni nitrate, and Sr acetate taken in the stoichiometric ratio were mixed with an aqueous solution of polyvinyl

alcohol (5 mass. %) to avoid melting during freeze drying. As-obtained solutions with different x values were flash-frozen

by liquid nitrogen and freeze dried at P = 0.7 mbar for 2 days. According to the results of previous studies [14], thermal

processing of freeze dried precursors was performed in air at T = 1200◦C for 6 h to ensure the complete phase formation

of all K2NiF4-like solid solutions in this series. A reduction of these complex oxides was performed in 10% H2/Ar gas

mixture at different temperatures for 1 h followed by slow cooling in Ar/H2 stream to room temperature.

XRD analysis of precursors and their reduction products was implemented with a Rigaku D/MAX-2500PC diffrac-

tometer (Rigaku, Tokyo, Japan) with Cu Kα1,2 radiation generated on a rotating Cu anode (40 kV, 250 mA). The profile

analysis of the powder XRD data was carried out by the Le Bail method using the Jana 2006 program package. The

TG-DSC thermal analysis of samples was performed in a 10% H2/Ar gas mixture by STA 409PC/PG (NETZSCH) at T

= 40◦C – 1000◦C and a 5◦C/min heating rate. The morphology of the powders was studied using a Carl Zeiss NVision

40 scanning electron microscope (Carl Zeiss SMT AG, Oberkochen, Germany). The magnetic properties were studied

using the Faraday balance magnetometer at room temperature. The instrumentation was manufactured at the Institute of

Solid-State Chemistry of the Ural Branch of the Russian Academy of Sciences. The magnetic field varied from −17.9 to

17.9 kOe. The relative error in determining the magnetization was 3%. The error in determining the coercive force was

±100 Oe.

The catalytic properties of the partial reduction products in a CO2 hydrogenation were studied in a flow-through

catalytic apparatus equipped with a stainless steel reactor (4 mm inner diameter) with a fixed catalyst bed. The catalyst

sample (200 mg of a catalyst and mixed with quartz glass powder in a 1:2.5 mass ratio) in the form of 0.25–0.5 mm

particles was placed in a vertically placed reactor. Hydrogen and carbon dioxide were fed by Bronkhorst EL-FLOW

Prestige flow controllers in H2/CO2 = 2/1 gas mixture at atmospheric pressure in the absence of dilution with inert gas at

250–400◦C at the total reaction mixture flow rate of 100 ml/min.

The total CO2 conversion (X, %) was calculated from the carbon dioxide loss:

x =

(

G0X0
CO2

−GXCO2

G0X0
CO2

)

· 100%,

where X0
CO2

and XCO2
are fractions of carbon dioxide before and after the reactor, and G0X0

CO2
and GXCO2

are the

carbon dioxide gas flows before and after the reactor.

The product selectivity (S, %) was determined by the equation:

Si =

(

Xi
∑

X

)

× 100%,

The CO2 performance was calculated using the equation:

P =
G0X0

CO2
−GXCO2

mcat

,

where mcat is the catalyst mass.

3. Results and discussion

According to the results of previous studies, all Nd2−xSrxNiO4−δ complex oxides with K2NiF4 structure belong to

the space group I4/mmm except Nd2NiO4 (x = 0) belonging to the space group Fmmm [14]. A complex dependence of

lattice parameters during the substitution of Nd with Sr in these solid solutions could be explained by the interplay of the

difference in ionic radii of Nd3+ and Sr2+, different ratio Ni3+/Ni2+ and rather different oxygen stoichiometry in these

complex oxides. However, the temperature of thermal reduction of these compounds in an H2/Ar gas mixture resulted

in the formation of Ni metal, Nd2O3, and SrO demonstrates a systematic increase with the growing amount of strontium
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in their composition [14]. The precise oxygen stoichiometry of Nd2O3 and SrO allows one to use the total mass change

during this reduction for a rather exact evaluation of the oxygen stoichiometry in Nd2−xSrxNiO4−δ .

FIG. 1. TG and DTG curves of the reduction of Nd2NiO4 (x = 0) and NdSrNiO4−δ (x = 1) in the

10% H2/Ar gas mixture

Another essential feature of these thermal reduction processes deals with their multistage character in all these prod-

ucts (Fig. 1). The mass loss ratio of the first to last steps in TG increases with x. Taking into account that the substitution

of Nd with Sr in Nd2NiO4 causes a systematic increase of Ni oxidation state from Ni2+ to Ni3+, the first stages of the

thermal reduction could be affiliated with the reduction of Ni3+ to Ni2+.

To study the products of these stages in more detail, the products of the partial reduction of Nd2−xSrxNiO4−δ for

x = 0–1.4 were obtained by the isothermal treatment of initial complex oxides in Ar/H2 at T = 500◦C, just before the

beginning of the last stage of reduction. Analysis of their XRD patterns (Fig. 2, Supplementary, Fig. S1,S2) demonstrated

the formation of the new individual complex oxides; their lattice parameters are given in Table 1. The partial reduction

product of Nd2NiO4 belongs to orthorhombic space group Aema while in other cases the reduced complex oxides belong

to Immm structure. A small amount of Nd2O3 in this sample could be attributed to the beginning of the second stage of

reduction of Nd2NiO4 (Fig. 2 (x = 0), Fig. S1).

FIG. 2. Le Bail profile refinement plots of the partial reduction products of Nd2−xSrxNiO4−δ – (x =

0, 1 and 1.4) at 500◦C

A comparison of these data with the lattice parameters of the corresponding precursor compounds described in [14]

shows that the minimal changes in lattice volume are observed for Nd2NiO4 (x = 0) and Nd1.5Sr0.5NiO4−δ (x = 0.5),
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TABLE 1. Lattice parameters of the partial reduction products of Nd2−xSrxNiO4−δ

Sample Space group a, Å b, Å c, Å V, Å

x = 0 Aema 5.8335(5) 5.3830(4) 12.119(18) 364.24(6)

x = 0.5 Immm 3.7114(2) 3.8232(2) 12.501(17) 177.40(3)

x = 1 Immm 3.622(19) 3.8303(5) 12.591(2) 174.68(5)

x = 1.2 Immm 3.5503(4) 3.8324(3) 12.665(17) 172.33(4)

x = 1.4 Immm 3.538(18) 3.835(18) 12.630(3) 171.38(8)

where the amount of Ni3+ and, hence, the intensity of reduction processes were rather small. For complex oxides with

x ≥ 1, the volume is changed more significantly which indicates a difference in the topochemical mechanisms of reduction

processes. This difference could be attributed both to a larger amount of Ni3+ in the precursor oxide and/or to a more

significant effect of strontium with its rather specific chemistry of high temperature processes. Another intriguing feature

observed in the XRD pattern of Nd0.6Sr1.4NiO4−δ reduction product is a small peak attributed to Ni0 metal that was not

identified in other samples.

Analysis of the morphology of the partial reduction products demonstrated retaining the initial morphology of pre-

cursor powders with their large micron-sized crystallites formed during their synthesis at 1200◦C (Fig. 3). The most

important feature of these micrographs is that there is a large number of tiny nanospheres at the surface of large grains of

oxide reduction products with x = 0.5, 1, and 1.2. It is worth noting, that the sample with x = 1.2 is characterized by a

slightly larger average particle diameter along with significantly increased size distribution width (Fig. 3F).

FIG. 3. SEM micrographs of the partial reduction products of Nd2−xSrxNiO4−δ at 500◦C for x = 0.5

(A,B), x = 1 (C,D) and x = 1.4 (E,F)

Similar spherical nanoparticles have been observed before during previous studies of (R,Ca)2(Co,Ni)O4 reduction

products [11–14] but they were observed in the products of complete reduction only and have been identified as nanopar-

ticles of Ni metal being one of the main natural products of the complete reduction. The appearance of Ni metal in the

products of partial reduction of Nd2−xSrxNiO4−δ affiliated with a reduction of Ni3+ to Ni2+ and accompanied by the

minor changes of the initial K2NiF4 structure looks rather unusual.

It should be mentioned, however, that similar particles have been also observed during another partial reduction

process that occurred in other complex oxides at much higher temperatures, during redox exsolution [7–10]. Hence,

it is rather probable that the nanoparticles observed in Fig. 3 belong to the nickel metal too. Taking into account that

the Ni metal is the only ferromagnetic among possible reaction products, the appearance of nickel at the early stages of

Nd2−xSrxNiO4−δ reduction was confirmed by the results of magnetic measurements. The observed magnetization curves

usual for the soft ferromagnetic materials clearly confirmed the appearance of a significant amount (several mass. %)

of magnetic phase in all products of partial reduction in the study (Fig. 4) while the initial compounds demonstrated the

common paramagnetic behavior.
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FIG. 4. Magnetization curves of the partial reduction products of Nd2−xSrxNiO4−δ

FIG. 5. The productivity of the partial reduction products of Nd2−xSrxNiO4−δ as catalysts of CO2

hydrogenation at various temperatures

The amount of magnetic phase in these samples is rather different and doesn’t demonstrate any obvious correlations

with the composition of the precursor compound. This feature clearly indicates that several different topochemical pro-

cesses could occur during the partial reduction of complex oxides. One of them deals with a soft transformation of the

crystal lattice of precursor compound caused by the reduction of Ni3+ to Ni2+. Another process involves a more intensive

reduction of Ni3+ to Ni0. The ratio between these two reaction pathways could depend on several factors that are not

clear right now, and more detailed mechanistic studies are needed to control the nanoparticle formation process.

Despite these obstacles, this interesting process could be used right now as one more synthesis technique to obtain

functional metal-oxide nanocomposites. To demonstrate the potential usefulness of these materials, their catalytic prop-

erties have been evaluated in the reaction of CO2 hydrogenation usually occurring at T = 300–400◦C. All the materials

in the study demonstrated a significant catalytic activity usual for Ni-based catalysts (Fig. 5); the main reduction products

are CO and CH4 (Supplementary, Table S1). The highest catalytic activity is demonstrated by the Sr-free partial reduction

product of Nd2NiO4 which could be associated with the smallest size of Ni nanoparticles in this composite. A correlation

of catalytic activity of other composites with x, amount of magnetic particles, or their size doesn’t look obvious that could
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be caused by the different reduction mechanisms of different precursor compounds and different spatial distribution of Ni

nanoparticles inside the particles of reduction product.

Finally, we have to note that the processes of metal nanoparticles during the partial reduction of complex nickelates

have been observed for the first time in the present study. These processes occur simultaneously with a soft transforma-

tion of the crystal lattice of matrix oxide at the first stages of reduction. Apart from another kind of partial reduction

processes, redox exsolution, these processes occur in a short time at rather moderate temperatures. The complex character

of these processes deserves more detailed study by modern instrumental methods. The potential practical usefulness of

these processes for materials synthesis could be confirmed by the significant catalytic activity of Ni-based metal-oxide

nanocomposites obtained by this method.
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ABSTRACT This study presents Ce–Fe–O systems supported on γ-Al2O3 or SiO2 to enhance the reactivity of

an oxygen-deficient CeFeO3 perovskite phase, which are promising catalysts for the production of fuels and

chemicals from CO2 as feedstock. The synthesis was carried out by the glycine-nitrate solution combustion

method at various fuel-to-oxidizer ratios, and with or without the addition of ammonium nitrate. The obtained

composites were characterized by XRD, SEM, EDX, N2-physisorption, H2-TPR, and CO2-TPD to study the

relationship of physicochemical properties with catalytic CO2 hydrogenation (rWGS) activity. γ-Al2O3 was

found to be a more suitable support than SiO2 due to its ability to form a higher content of the perovskite phase,

significantly reduce the size of CeFeO3 crystallites, and increase oxygen defectiveness and CO2 adsorption

capacity. Combustion in the presence of silica results in the binding of most of cerium into a silicate phase,

which is inactive for rWGS.
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1. Introduction

Reducing CO2 concentrations in the atmosphere is a complex task which requires the search and development of

optimal technologies for capturing and further converting CO2 into useful chemicals for industrial processes or high

value-added products [1]. In this regard, CO2 hydrogenation is a suitable and actively studied method for recycling

carbon dioxide, especially in a combination with hydrogen produced from renewable energy sources [2]. In particular,

efficient conversion of CO2 into synthesis gas (a mixture of CO and H2) is possible at temperatures above 500 ◦C and

atmospheric pressure through the reverse water gas shift (rWGS) reaction [3, 4]. In steam reforming of alcohols, the

excess of which can become a serious problem for the biodiesel industry [5–7], rWGS can close the carbon cycle and

reduce emissions of CO2, which is a by-product [8].

This is hampered by the difficulties of finding and developing effective and low-cost catalytic materials with excellent

thermal and long-term stability under redox conditions [9,10]. Among various systems, perovskites, in particular ferrites,

which have the above-mentioned advantages, can be promising materials for use in rWGS. This phenomenon is associated

with enhanced self-diffusion of oxygen, the creation and regulation of oxygen defectiveness, the low energy barrier of the

Fe3+ ←→ Fe2+ transition under redox conditions, and the possibility of reuse of perovskites [11–14]. Partial reduction

of ferrites, including under reaction conditions, allows one to in situ obtain highly dispersed metal nanoparticles from the

perovskite phase [11, 12, 14].

Currently, ferrite-perovskite composite materials based on LaFeO3 and its analogues doped at A and/or B sites are

being widely studied for CO2 hydrogenation [11–19]. A detailed study of such systems made it possible to establish

that, firstly, increasing the number of oxygen vacancies contributes toward an increase of the CO2 binding strength and

the rate of CO2 hydrogenation on the perovskite surface. Secondly, the partial substitution of A cations improves redox

properties and the tendency to form oxygen vacancies. Thirdly, the presence of oxygen vacancies, FeOx, and metal (Ni

or Co) nanoparticles on the perovskite surface leads to a synergistic effect and a significant increase in rWGS activity of

such systems.

However, simple ferrites with unsubstituted cations, especially cerium orthoferrite, have been studied much less as

catalysts than substituted perovskites, despite the extensive literature on their preparation [20–26]. A feature of o-CeFeO3

© Matveyeva A.N., Omarov S.O., Gavrilova M.A., 2023
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compared to other lanthanide ferrites is the possibility of a reversible Ce3+ ←→ Ce4+ electronic transition, which can

affect the redox properties of the perovskite and its defectiveness. Recently, a sample containing 94 wt% CeFeO3, obtained

by the solution combustion synthesis (SCS) method, was found to be highly active in rWGS [20]. Moreover, its activity

is superior to LaFeO3, previously studied in [18]. Compared to other methods to prepare cerium orthoferrite [27–32],

the SCS method is much less labor-intensive and allows one to regulate the conditions for obtaining phase-pure and

homogeneous powders. An important advantage of obtaining CeFeO3 by this method is also the option of carrying out

synthesis in a reducing atmosphere created by the gaseous products of a thermochemical reaction, which is important to

prevent the oxidation of perovskite at T > 350 ◦C [20, 26].

The SCS synthesis approach has been already proven to be an effective tool for fine control of the microstructure

and morphology of materials, which makes it possible to obtain foam-like [20, 26, 33, 34] or globular [33, 35] powders,

including core-shell structure type [34, 36]. The main way of such control is to change the ratio of fuel and nitrates, the

pH value and the final treatment temperature [37, 38]. For CeFeO3 perovskite, the influence of the fuel-to-oxidizer ratio,

the fuel type, as well as post-calcination temperature has been mainly studied [20, 39].

However, all these parameters did not change the extremely low specific surface area of perovskites. Therefore,

another way to create porosity is the template-assisted SCS, where either a colloidal solution or powders (as external

microstructure templates) with a developed pore system (Al2O3, SiO2, etc.) are used [13, 37, 38]. The use of a col-

loid/template makes it possible to significantly moderate combustion by reducing the maximum temperature, and the

reaction is localized in nanodomains between colloid/template particles [40]. This leads to a decrease in the crystallite

size of the supported phase compared to its bulk form and homogeneously distributes the resulting target product through-

out the volume of the support matrix [37, 40–44]. The obtained composite system can be additionally treated with alkali

to remove the silicon- or aluminum-containing template [40–42, 45] or used in such form [43, 44, 46, 47], in which the

template becomes a support for the second component, similar to traditional supported catalysts. For example, the use of

a template leads to an increase in the photocatalytic activity of LaFeO3 [46, 47].

It was previously found that even a mechanical mixture of 25 wt% La0.75Sr0.25FeO3 perovskite with SiO2 increases

the CO yield compared to unsupported and CeO2, ZrO2, α-Al2O3, TiO2 (rutile)-supported perovskites [48, 49]. This

is explained by the formation of the smallest size of perovskite crystallites, which led to the highest content of oxygen

defects and activity in rWGS compared to other supports. In the case of using Al2O3 and TiO2, the observed decrease in

activity of the composites is due to the encapsulation of perovskite nanoparticles, which prevents the adsorption of CO2

and its participation in the catalytic cycle.

Thus, in this study, an oxide support (template) was used for the first time to obtain composites based on CeFeO3

perovskite by the SCS method. The influence of the support type (Al2O3 or SiO2) on the catalytic behavior of the

Ce–Fe–O system in the rWGS process has been established. Additionally, the fuel-to-oxidizer ratio was varied by chang-

ing the amount of glycine or adding ammonium nitrate and compared with the bulk CeFeO3 obtained previously in [20].

2. Experimental

2.1. Catalyst preparation

The CeFeO3-containing system was prepared by solution combustion synthesis in the absence and the presence of

a support, as well as ammonium nitrate (AN, 98.5 % (St.-Petersburg, Russia)). γ-Al2O3 was obtained by calcination of

Pural SB Lot. N. 233144 (Sasol) pseudoboehmite at 700 ◦C for 2 h, silica gel of KSKG grade (Russia, the BET specific

surface area of 190 m2/g and the total pore volume of 0.61 cm3/g [50]) was crushed to a fraction of 10 – 300 µm.

In total, glycine (C2H5NO2, 99.2 %, LenReactiv (St. Petersburg, Russia)) and the corresponding metal nitrates (MeN)

Ce(NO3)3 · 6H2O (99.8 %, Chemcraft (Kaliningrad, Russia); or 99.1 %, LenReactiv), Fe(NO3)2 · 9H2O (98.3 %, LenRe-

activ; or 98.0 %, NevaReactiv (St.-Petersburg, Russia)), were dissolved in DI water in a wide 250 mL glass beaker to

obtain one gram of cerium ferrite. For every gram of raw material there was 1 mL of water. In the solution, nitrates

acted as oxidizing agents, and glycine as a fuel. Additionally, if necessary, γ-Al2O3 or SiO2 (1 g per 1 g perovskite), and

NH4NO3 were added. For 1 g of calculated perovskite, from 0.1 to 1 g of NH4NO3 was used. The bulk system is denoted

as CeFe, and systems supported on Al2O3 and SiO2 are denoted as CeFeAl and CeFeSi, respectively.

When the ratio between the reagents changes, the ratio of fuel-to-oxidizer (ϕ), calculated from the reducing and

oxidizing valence states (RV and OV, respectively), also changes, as follows [38]:

ϕ = (−1)
Σ(coeff · RV of fuel)

Σ(coeff · OV of nitrate)
. (1)

The methodology for calculating reducing and oxidizing valence states can be found in [51]. The resulting aqueous

solution or suspension was heated on a 1 kW electric plate until boiling and subsequent combustion to form a solid powder.

Previously, reproducibility was tested on two or three batches of samples [20, 33]. Reaction equations for each synthesis

can be found in [20].
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2.2. Characterization

XRD analysis was partially performed on a SmartLab 3 Diffractometer (Rigaku, Japan) equipped with 1D DteX250

detector and NiKβ filter at 30 mA, 40 kV, a 4 ◦/min scan speed, and a 0.01◦ step width. For other samples (CeFeAl (0.1 –

0.25 g AN) and CeFeSi) was used XRD-6100 diffractometer (Shimadzu, Japan) with CuKα radiation at 40 kV, 30 mA,

scan speed of 1 ◦/min, step width of 0.02◦, and D(divergence):S(scatter):R(receiving) = 1:1:0.3. The diffraction data

were analyzed by the Rietveld method. The refinement procedure and software are similar to those given in [20].

SEM and energy-dispersive X-ray (EDX) spectroscopy were carried out on a VEGA 3 SBH microscope (TESCAN,

Czech Republic) equipped with INCAx–act detector (Oxford instruments, UK).

N2-physisorption data were obtained on Quantachrom’s Autosorb-6iSA (USA) unit. The samples were preliminarily

degassed at 250 ◦C under vacuum. The specific surface area and the total pore volume were determined using the BET

equation, and the pore size distribution was determined by the NLDFT method.

H2-TPR (temperature programmed reduction by H2) and CO2-TPD (temperature programmed desorption) were

performed on a Chemosorb (SOLO, Russia) equipped with a TCD (thermal conductivity detector) and a MC7-200D

quadrupole mass analyzer (Institute for Analytical Instrumentation of Russian Academy of Sciences). For H2-TPR exper-

iments, ca. 30 mg of a powder (calcined at 350 ◦C) was reduced from 100 to 800 ◦C at a 10 ◦/min rate under 20 mL/min

of 10 vol% H2/Ar (99.998 vol% purity). Propanol-2 cooled in the liquid N2 was used as a water vapor trap.

Before CO2-TPD, ca. 100 mg of a sample (calcined at 350 ◦C) was reduced in situ by a 50 vol% H2/He flow

(40 mL/min) at a ramp rate of 20 ◦/min to 510 ◦C and 10 ◦/min to 600 ◦C and held for 20 – 30 min. Then it was

cooled to 350 ◦C in 50 % H2/He (40 mL/min) and to 110 ◦C in He, after which it was saturated with CO2 (CO2/He flow,

10:90 vol%, 20 mL/min) for 20 min. After removing the physically adsorbed CO2 by purging with He (20 mL/min), the

sample was heated to 600 ◦C at a ramping rate of 10 ◦C/min.

2.3. Catalytic tests

The experiments were performed in a fixed-bed reactor at 1 atm and 600 ◦C. The reactor was a cylindrical quartz tube

(37 cm in length, 15 mm in inner diameter), in which the sample was placed on a SiO2 diffuser grid. The gases were fed

into the reactor from top to bottom. A thermocouple pocket with a diameter of 5 mm was located in the center of the tube.

35 mg of the powder sample was initially heated in the air flow (50 mL/min) to 300 ◦C, then flushed with N2 (99.999

vol. % purity, 40 mL/min) up to 400 ◦C. Thereafter, 50 vol% H2 in N2 was fed with a total flow of 80 mL/min for 0.5

h. After reduction, the sample was heated to 600 ◦C and exposed to the reactants (H2:CO2:N2=1:1:1, 120 mL/min) at

a weight hourly space velocity (WHSV) of 205.7 L·g–1
·h–1 for 30 – 90 min. Nitrogen in the gas flow was used as the

internal standard for gas chromatography, allowing establishing the mass balance. In order to prevent water from entering

the GC, the outlet pipe passed through a cooling trap.

The outlet gases were analyzed on a GC-2010 Plus chromatograph (Shimadzu, Japan) with a TCD (capillary column

RT-Msieve 5A (30 m, dinner = 0.53 mm) and capillary column Rt-Q-BOND (30 m, dinner = 0.53 mm); temperature

program: 30 ◦C – 5 min; 30 – 60 ◦C with a heating rate 4 ◦/min; 60 – 100 ◦C with a heating rate 15 ◦/min; 100 – 150 ◦C

with a heating rate 30 ◦/min; 150 ◦C – 3 min; 150 – 180 ◦C with a heating rate 5 ◦/min; 180 ◦C – 23.9 min).

Catalytic behavior was assessed by CO2 conversion (XCO2
, %):

XCO2
=

Molar flow C from CO

Molar flow C from CO2 + CO
· 100 %, (2)

where molar flow C from CO2 or CO – molar flow of the compound multiplied by the number of carbon atoms in the

compound, mol/h. Selectivity to CO in all test was 100 %.

3. Results and discussion

3.1. Phase composition and crystal structure

XRD patterns of various series of catalysts synthesized by the SCS method using glycine as a fuel are presented in

Fig. 1. The first series (Fig. 1a) consists of the bulk Ce–Fe–O system (denoted CeFe) and several CeFe composites on

alumina (CeFeAl) obtained at different fuel-to-oxidizer ratios (ϕ). A more detailed study of the bulk Ce–Fe–O system

prepared with various fuels, additives, and ϕ was carried out in [20], therefore, it is presented here for comparison. The

selected CeFe contains mainly orthorhombic CeFeO3 perovskite (94 wt%) with a Pbnm space group (ICDD PDF-2 card

No. 00-022-0166) and small amounts of iron and cerium oxides (Table 1). CeFeO3 reflections observed for CeFeAl

systems at 22.8◦, 32.6 – 32.7◦, 40.2 – 40.3◦, 46.5 – 46.6◦, and 58.1 – 58.2◦ 2θ, corresponding to the planes (110), (112),

(202), (004), and (024, 204), have more broadening and are shifted towards higher angles compared to bulk CeFe.

The second series (Fig. 1b) represents CeFeAl and CeFeSi systems synthesized with an additional oxidizing agent

NH4NO3 in various quantities. Previous studies have shown [20] that the addition of ammonium nitrate (AN) to the

reaction mixture promotes the formation of the target perovskite. Indeed, according to the data obtained by the Rietveld

refinement method, samples obtained using AN have an increased content of CeFeO3 (Table 1).

The crystallographic parameters of the synthesized systems based on CeFeO3 are also presented in Table 1. The

CeFeO3 unit cell volume (239.93 ± 0.01 Å3) in bulk CeFe was found to be in better agreement with the cell volume
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FIG. 1. XRD patterns of bulk Ce–Fe–O (a) or supported CeFe on γ-Al2O3 and SiO2 (a,b), syn-

thesized by glycine–nitrate solution combustion using different ratios of fuel-to-oxidizer (ϕ) and the

amounts of ammonium nitrate (AN). ICDD PDF-2 card No. for: orthorhombic(o)-CeFeO3 – 00-022-

0166; cubic(c)-CeO2 – 01-075-8371; γ-Fe2O3 – 00-039-1346; γ-Al2O3 – 00-056-0457; hexagonal(h)-

Ce4.67Si3O13 – 00–043–441.

presented in [52] (238.9 Å3), than in [28] (241.3 Å3). The combustion of the glycine–nitrates mixture in the presence of

Al2O3 leads to the formation of CeFeO3 with an even smaller unit cell volume of 233.67 – 235.60 Å3 (Fig. 2a). Such a

significant change in lattice parameters is confirmed by the shift of diffraction peaks towards larger angles compared to

bulk CeFe. This can be the result of replacing Ce (site A) or Fe (site B) ions in the perovskite structure with aluminum

having a smaller ionic radius (VIAl3+, 0.535 Å [53]) compared to VIIICe3+ (1.143 Å) and VIFe3+ (0.55 – 0.645 Å), which

was previously shown in [54–56] for La1−xAlxFeO3 and LaAlyFe1−yO3. However, according to [55], Al3+ ions have a

strong site preference for the B site.

FIG. 2. Dependence of the CeFeO3 unit cell volume on the fuel-to-oxidizer ratio (ϕ) (a). Dependence

of the CeFeO3 crystallite size on ϕ (b) and CeFeO3 content (c).

The unit cell parameter of the cubic phase of alumina also deviates upward from the reference value (Table 1), which

indicates a distortion of the Al2O3 lattice. In this case, a shift in the peak position of the (440) plane towards lower angles

2θ is observed. The discrepancy between the ionic radii of rare earth elements and Al3+, leading to an extremely low

equilibrium solubility limit of rare earth elements ∼ 10−3 % [57], makes it possible to exclude the introduction of cerium

ions into the Al2O3 matrix. Therefore, the most probable is the substitution of Al3+ by Fe3+ [58].

Interestingly, replacing the alumina support by silica gel under the same synthesis conditions negatively affects the

content of the perovskite phase. Moreover, from previous studies of SiO2-supported perovskite oxides, it is known that

the interface region of the SiO2-based composite is the most vulnerable to solid-phase reactions [41,49]. A more detailed

examination of the range of 20 – 35 2θ◦ for CeFeSi (Fig. 1b) shows the formation of a secondary phase of cerium oxide

silicate in a significant amount (17 wt% Ce4.67Si3O13).

The size of crystallites in Ce–Fe–O based systems was also analyzed. With a decrease in the fraction of cerium

ferrite, the mean size of perovskite crystallites also decreases by more than 2 times (Fig. 2b) depending on the synthesis
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TABLE 1. Data on the phase composition, crystallite sizes, and lattice parameters of Ce–Fe–Al(Si) and

Ce–Fe oxide systems obtained by the glycine–nitrate SCS method

N

m(AN);

n(AN)/

n(MeN)

ϕ

Phase composition according to

the Rietveld method/corrected*, wt%
D1,

nm;

V1, Å3

D2,

nm;

a2, Å

D3,

nm;

a3, Å

D4,

nm;

a4, Å

Rwp/
Reo-

CeFeO3

c-

CeO2

γ-

Fe2O3

γ-Al2O3

(SiO2**)
CeSiO

Ref.

v.
— —

50 or

100
— — 50 or 0 —

—;

241.31

—;

5.4126

—;

8.3342

—;

7.9142
—

1 0 1 4/8 18/33 5/9 73/50 0
19.2;

234.83

8.7;

5.4088

10.4;

8.2901

5.3;

7.9153
2.7

2 0 1.25 29 16 5 50 0
30.2;

233.67

11.6;

5.4094

7.4;

8.3419

8.2;

7.9205
1.1

3 0 1.5 15/14 25/23 15/13 45/50 0
27.0;

234.80

12.5;

5.4100

8.9;

8.3216

9.1;

7.9106
1.0

4
1 g;

1.5
1.25 45/42 4/4 4/4 47/50 0

28.6;

235.60

17.8;

5.4050

5.8;

8.3192

5.1;

7.9229
1.0

5
0.5 g;

0.75
1.36 40/33 10/8 10/8 40/50 0

28.6;

233.73

14.9;

5.4095

6.8;

8.3469

8.7;

7.9461
1.1

6
0.25 g;

0.375
1.43 57/31 19/10 16/9 8/50 0

19.9;

234.11

8.5;

5.4062

4.9;

8.2790

20.1;

7.7264
1.3

7
0.1 g;

0.15
1.47 23 19 8 50 0

17.3;

234.73

6.9;

5.4049

6.6;

8.3049

3.0;

7.9320
1.1

8
0.5 g;

0.75
1.36 13/7 37/20 17/9 0/47** 32/17

13.7;

240.16

9.7;

5.4120

19.9;

8.3728
— 1.1

9
1 g;

1.5
1.25 96/94 4/4 0/2 0 0

69.1;

239.93

15.6;

5.3970
— — 1.1

Note: *correction of fitting inaccuracies based on the specified alumina content or including amorphous

iron oxide according to the equation wt% (Fe2O3)= wt%(CeO2)/2.156, where 2.156 is the CeO2/Fe2O3

weight ratio obtained from CeFeO3; **SiO2 instead of Al2O3; ref.v. – a reference value (expected);

m(AN) – the mass of NH4NO3; n(AN)/n(MeN) – the ratio of stoichiometric coefficients of ammonium

nitrate and metal nitrates (Ce and Fe); ϕ – the fuel-to-oxidizer ratio; CeSiO – h-Ce4.67Si3O13 (ICSD

9378); D – the mean crystallite size; 1 – o-CeFeO3 (modified ICSD 93611); 2 – c-CeO2 (ICSD 193169);
3 – γ-Fe2O3 (ICSD 247036); 4 – γ-Al2O3 (ICSD 66558); the ratio of the weighted (Rwp) and expected

(Re) R-factors characterizes goodness of fit, if the squared value is equal to one or constant the refine-

ment procedure is complete.

conditions. In this case, a linear correlation is observed between the Ce ferrite content and the mean size of its crystallites

(Fig. 2c).

3.2. Structural and textural properties

The results of N2 physisorption measurements are presented in Fig. 3 and Table 2. Data corresponding to the alumina

support are also included for comparison. All presented systems display a IV type isotherm (Fig. 3a), which is usually

ascribed to mesoporous materials according to the IUPAC classification [59]. The bulk system based on CeFeO3 per se

is non-porous, and small volumes of mesopores are apparently formed due to secondary porosity, namely, aggregation of

small crystalline particles [20]. Most pore sizes for Al2O3- and SiO2-supported CeFe systems are less than 20 nm and are

uniformly distributed (the average pore diameter (dp) is 10 nm), while the pore size distribution for the perovskite-based

system is relatively wide, with two maxima of ca. 15 and 40 nm (Fig. 3b). As expected, the total pore volume decreased

after loading the support with the perovskite-containing system, which leads to a decrease in the peak height of the pore

size distribution compared to pure alumina. In the presence of a high surface area support, the specific surface area

(SBET ) and the total pore volume (ΣVp) of the supported Ce–Fe–O systems are 92 – 123 m2/g and 0.32 – 0.34 cm3/g,

respectively.

According to SEM, phases of cerium ferrite and secondary oxides formed during combustion, due to the large amount

of released gaseous reaction products, are organized into a crystalline foam-like nanostructure (Fig. 4a), surrounding

individual particles of the support (Fig. 4b,c). The surface atomic ratios of Ce:Fe:Al, given in Table 2, turned out to

be higher than the corresponding theoretical values, which can be explained by the heterogeneity of phase distribution.
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FIG. 3. N2 physisorption isotherms and the pore size distribution for Al2O3, CeFe (1 g AN, ϕ = 1.25),

CeFeAl (0.5 g AN, ϕ = 1.36), and CeFeSi (0.5 g AN, ϕ = 1.36). For CeFeAl, the desorption branch

of the isotherm is not completely recorded.

TABLE 2. Elemental composition (in at%) according to the EDX analysis and textural characteristics

for Al2O3, Ce–Fe and Ce–Fe–Al(Si) oxide systems

Sample Ce Fe Al Ce:Fe:Al SBET , m2/g ΣVp, cm3/g dp, nm

CeFe (1 g AN, ϕ = 1.25) 48.36 51.64 — 1:1.07 2.3 0.01 15

CeFeAl (ϕ = 1) 10.76 12.21 77.03 1:1.13:7.16 — — —

CeFeAl (ϕ = 1.25) 10.59 11.88 77.53 1:1.12:7.32 — — —

CeFeAl (ϕ = 1.5) 11.19 12.55 76.26 1:1.12:6.82 — — —

CeFeAl (1 g AN, ϕ = 1.25) 13.02 14.36 72.62 1:1.10:5.58 — — —

CeFeAl (0.5 g AN, ϕ = 1.36) 12.09 13.24 74.67 1:1.10:6.18 92 0.34 15

CeFeSi (0.5 g AN, ϕ = 1.36) — — — — 123 0.32 10

Al2O3 — — — — 200 0.50 10

EDX mapping of morphologically distinct areas showed that the CeFeAl sample consists of dark subangular particles

(Fig. 5, area 1) and bright foam-like particles (Fig. 5, area 2). The dark particles were found to contain more aluminum

than bright ones, which indicates the formation of different thicknesses of the Ce–Fe–O layer on the surface of alumina.

Similar results were obtained for the silica-supported CeFe system.

FIG. 4. Microphotographs of as-prepared (a) CeFe (1 g AN, ϕ = 1.25), (b) CeFeAl (ϕ = 1.5), (c)

CeFeSi (0.5 g AN, ϕ = 1.36)



Alumina and silica supported Ce–Fe–O systems obtained by the solution combustion method... 685

FIG. 5. EDX spectroscopy elemental maps (Al, Ce, Fe, and O) for CeFeAl (ϕ = 1.5)

3.3. Reducibility

The presented systems contain elements that are prone to changes in the degree of oxidation under redox conditions.

H2-TPR makes it possible to characterize the stability of catalysts, as well as to identify the features of reduction depending

on the synthesis conditions, phase composition, etc. Fig. 6 presents hydrogen consumption curves for the samples listed

in Table 1.

FIG. 6. H2-TPR (left) and CO2-TPD+MS (right) spectra for Ce–Fe and Ce–Fe–Al(Si) oxide systems

(after preliminary calcination at 350 ◦C). In some cases, in H2-TPR experiments, after 800 ◦C, the sam-

ples were cooled until the TCD signal reached the baseline. CO2-TPD+MS was recorded at temperature

from 110 ◦C to 600 ◦C.

It was previously shown that the cerium ferrite-rich sample (CeFe) is characterized by two-stage reduction at 200 –

415 ◦C and 415 – 600 ◦C [20]. This occurs due to the partial reduction of Fe3+ in Fe2O3 nanoparticles and on the CeFeO3

surface to Fe2+ (Fe3O4) with its subsequent reduction to FeO and Fe0 at 415 – 600 ◦C, as well as surface Ce4+ to Ce3+

with additional formation of oxygen vacancies [20, 26]. The reduction profile of CeFe supported on SiO2 is close to the

reduction profile obtained for bulk CeFe. However, a more complex phase composition, low perovskite content and the

presence of cerium silicate suggest that the main contribution to hydrogen consumption comes from unbound Fe2O3.

CeFeAl samples of both series (obtained with or without ammonium nitrate) are characterized by complex reduction

profiles, namely, at temperatures above 600 ◦C the third reduction region appears. XRD data of CeFeAl (sample No. 5 in

Table 1) after reduction at 800 ◦C showed that destruction of o-CeFeO3 does not occur under these conditions and metallic
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iron is present, which is absent after reduction at 600 ◦C. At the same time, metallic Fe was discovered for CeFeSi after

reduction at 600 ◦C. This allows one to partially associate the observed peaks with reduction of bulk γ-Fe2O3 and/or a

solid solution Al2O3(Fe3+) to Fe3O4, further reduction of which to FeO continues at temperatures up to 600 ◦C [20, 26].

A quantitative comparison of H2-TPR results (Table 3) shows that increasing ϕ for CeFeAl systems, obtained with

or without AN, increases the fraction of easily reducible components, as well as the overall reducibility of these systems

due to an increase in dispersion of Fe2O3 and CeO2 and the fraction of bound iron and cerium in the perovskite (Table 1).

CeFeAl samples synthesized with AN at ϕ = 1.36 and ϕ = 1.43 can be considered optimal in terms of CeFeO3 content

and reducibility. The use of γ-Al2O3 compared to SiO2 makes it possible to obtain a larger amount of CeFeO3, as well

as more highly dispersed and easily reduced phases.

TABLE 3. Hydrogen consumption (% of peak area) in different temperature regions

Region CeFe
CeFeAl

(ϕ = 1)

CeFeAl

(ϕ = 1.25)

CeFeAl

(ϕ = 1.5)

CeFeAl

(1 g AN,

ϕ = 1.25)

CeFeAl

(0.5 g AN,

ϕ = 1.36)

CeFeAl

(0.25 g AN,

ϕ = 1.43)

CeFeSi

I (200 – 475 ◦C) 34 39 40 28 35 40 39 31

II (475 – 600 ◦C) 66 18 19 38 15 14 19 69

III (600 – 825 ◦C) – 43 41 34 51 46 42 0

Total amount H2,

mmol/g*
1.8 4.6 4.2 4.6 3.1 3.7 3.8 4.5

Note. *For all samples (except of CeFe), the amount of consumed H2 is calculated on 50 wt% Ce–Fe–O.

3.4. CO2-TPD with mass-spectrometry

According to previous studies (see Introduction section), CO2 adsorption is a critical step in the rWGS reaction,

because it occurs at surface oxygen defects. Therefore, the CO2-TPD method was used for studying the features of CO2

desorption and characterizing the surface defects in the bulk and alumina- and silica-supported Ce–Fe–O systems, similar

to other perovskite-based systems [15, 16, 18, 19, 48, 49]. Fig. 6 (right) shows the curves of changes in mass number

signals over time (temperature from 100 to 600 ◦C) during TPD experiments for three different systems. Based on the

known mass spectra of CO2, CO, and H2, the following correspondence can be established between m/z and the detected

ions: m/z = 16 – O· or O2·· (separately or as part of CO2 and/or CO spectrum), m/z = 28 – CO· (separately or as part

of the CO2 spectrum), m/z = 44 – CO2·, m/z = 2 – H2·. Thus, the amount of desorbed CO2 (m/z = 44) increases in

the following order: CeFeSi < CeFe < CeFeAl.

The discrepancy between the profiles of m/z = 44 and m/z = 28 evidences the presence in the m/z = 28 signal of

a contribution from CO desorption, caused by the reaction between adsorbed CO2 and oxygen vacancies. The amount of

desorbed CO (m/z = 28) and O/O2 (m/z = 16) increases in the order CeFeSi < CeFe < CeFeAl, suggesting a higher

number of oxygen vacancies in CeFe supported on γ-Al2O3. In [49], the opposite result was obtained for LaFeO3, which,

as the authors explained, takes place due to the higher energy of vacancy formation in the presence of Al2O3 compared

to SiO2. The difference in the results with the data obtained in this study is apparently due to using a different synthesis

method. This led to different regularities of interaction between the system components, which, in turn, affected the

amount of formed CeFeO3.

Calculation of the amount of desorbed CO2, CO, and O/O2 per SBET shows that the surface density of oxygen

vacancies increases in the order: CeFeSi < CeFeAl < CeFe, which corresponds to the CeFeO3 content. At the same

time, the amount of desorbed hydrogen remaining on the surface after the preliminary reduction stage increases in the

order from CeFe to CeFeAl, which coincides with the amount of consumed hydrogen according to H2-TPR data (Table 3).

Apparently, this is associated with the formed solid solution of Fe3+ in γ-Al2O3, reduction of which leads to the formation

of small metallic Fe nanoparticles that interact with neighboring phases and are capable of adsorbing hydrogen [60, 61].

Consequently, the low dispersion of the obtained Fe nanoparticles during the reduction of CeFeSi leads to a smaller

amount of desorbed H2.

3.5. Catalytic performance in CO2 hydrogenation

The catalytic activity in terms of conversion of CO2 to CO via the reverse water gas shift (rWGS) reaction for the

bulk and supported Ce–Fe–O systems is presented in Fig. 7. It can be seen that perovskite-containing systems on alumina

provide higher CO2 conversion compared to the bulk CeFe system (Fig. 7a). In this case, there is no correlation with the

content of the perovskite phase, because the bulk CeFe system contains 94 wt% CeFeO3, while the alumina-supported



Alumina and silica supported Ce–Fe–O systems obtained by the solution combustion method... 687

FIG. 7. Dependence of CO2 conversion on time-on-stream (TOS) for the bulk Ce–Fe–O system

and Al2O3- and SiO2-supported CeFe obtained in the presence and the absence of NH4NO3 by the

SCS method using glycine as a fuel (a,b). Conditions: 600 ◦C, H2:CO2:N2 = 1:1:1, WHSV =

205.7 L·g−1
·h−1. Influence of the total amount of desorbed CO2 and the CeFeO3 content in the Ce–

Fe–O system on CO2 conversion after 1 h of TOS (c).

systems – from 8 to 29 wt%. A slight increase in conversion for CeFeAl catalysts is observed with increasing the fuel-to-

oxidizer ratio.

Combustion in the presence of ammonium nitrate (AN) also has a generally positive effect on the catalytic perfor-

mance of alumina-supported CeFe systems (Fig. 7b). Maintaining the fuel-to-oxidizer ratio, the use of AN has a clear

advantage in achieving higher CO2 conversion on CeFeAl. However, adding 0.25 – 0.5 g of ammonium nitrate was found

to be the most effective compared to smaller and larger amounts (0.1 g and 1 g, respectively). Interestingly, the silica

supported CeFe system, also obtained with NH4NO3, has the lowest activity among the all presented catalysts.

The presented discussions correlate with the obtained CO2-TPD results, where combustion in the presence of SiO2

reduces the number of oxygen vacancies in the system compared to CeFeAl (Fig. 7c). At the same time, having recal-

culated the fraction of perovskite in the Ce–Fe–O system, the following dependence with a maximum was obtained, as

shown in Fig. 7c.

4. Conclusions

Currently, rare earth ferrites are increasingly finding their use in thermocatalytic redox processes, in particular in

CO2 hydrogenation to CO (the rWGS reaction) as a potential way to utilize carbon dioxide. This study demonstrates

improved rWGS activity by using perovskite-based composites. The Ce–Fe–O (CeFe) systems supported on γ-Al2O3

(CeFeAl) or SiO2 (CeFeSi) were prepared via the glycine-nitrate solution combustion synthesis (SCS), a simple, energy-

and time-effective method for the production of nanomaterials.

γ-Al2O3 has proven to be a suitable support for application in the SCS technology due to its ability to form a higher

content of the CeFeO3 perovskite phase compared to SiO2. On silica, in turn, during combustion, most of cerium is bound

into a low-active silicate phase, thereby limiting the formation of perovskite. On the contrary, reduction of a solid solution

of Fe3+ in Al2O3, formed in small quantities, leads to the formation of small Fe nanoparticles capable of adsorbing

hydrogen.

The use of alumina as a support significantly reduces the size of CeFeO3 crystallites, but increases oxygen defective-

ness and ability to CO2 adsorption, which was determined by CO2-TPD with mass spectrometry. CeFeAl has the highest

amount of desorbed CO2 (m/z = 44) and CO (m/z = 28) compared to bulk and SiO2-supported CeFe. According

H2-TPR, in the presence of γ-Al2O3 makes it possible to obtain more highly dispersed and easily reduced phases com-

pared to SiO2. The obtained regularities serve as a prediction of the catalytic activity of these systems. The most active

Ce–Fe–Al oxide system is obtained by using an additional oxidizer NH4NO3, the amount of which also affects ϕ and,

consequently, CO2 conversion.
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ABSTRACT Transparent glass-ceramics of magnesium aluminosilicate system based on Fe2+:MgAl2O4 spinel

nanocrystals nucleated by a mixture of TiO2 and ZrO2 and doped with 0.6 mol% FeO were developed. The

glass was melted at 1580 ◦C with stirring and heat-treated in the temperature range from 800 to 1300 ◦C. The

structure and spectroscopic properties of the glass and glass-ceramics were studied by DSC and XRD meth-

ods, Raman and absorption spectroscopy. ZrTiO4 nanocrystals 6 nm in size precipitate during the nucleation

heat-treatment at 800 ◦C. Spinel nanocrystals 9–14 nm in size are formed during heat-treatments at 850–

1000 ◦C. Intense absorption at ∼2 µm is observed due to Fe2+ ions in tetrahedral positions in these crystals.

Iron-doped sapphirine crystallization in transparent glass-ceramics at 1000–1050 ◦C results in a decrease of

absorption in this spectral range. The glass-ceramics are important for the development of saturable absorbers

for the spectral range of 2–3 µm.

KEYWORDS Nanocrystals, spinel, transparent glass-ceramics, ferrous ions, nucleating agents.
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1. Introduction

Nanosecond lasers emitting in the short-wave infrared spectral range of 2–3 µm can be used for range finding, remote

sensing, medical applications, and meteorology. ZnS and ZnSe crystals doped with Fe2+ ions located in tetrahedral

(Td) sites are employed as saturable absorbers of such lasers [1]. Crystals of magnesium aluminate spinel with promising

thermo-mechanical properties are alternative matrices for the accommodation of Fe2+ ions [2]. Glass-ceramics for optical

applications are more cost efficient than corresponding single crystals and optical ceramics. They are easy and flexible

in manufacturing and demonstrate high optical quality. Glass-ceramics, in contrast to glasses, have optical properties

similar to those of the single crystals [3]. Magnesium aluminate spinel nanocrystals doped with Fe2+ ions were recently

obtained in transparent glass-ceramics nucleated by titania, TiO2 [4]. The drawback of glass-ceramics is that in these

multiphase materials active ions are not only located in the desired crystal phase, but may also be distributed between and

at the interfaces of different crystalline and amorphous phases. In [4] we demonstrated that in spinel-based magnesium

aluminosilicate glass-ceramics, iron ions are distributed between the target spinel phase, the phase of the nucleating agent,

magnesium aluminotitanate crystalline phase, and the residual highly siliceous glass. For the development of spinel-based

glass-ceramics selectively doped with ferrous ions, Fe2+, it is important to know how the nature of the nucleating agent

influences the structure, phase composition and absorption properties of transparent spinel based glass-ceramics. The role

of these agents was previously studied in the MgO–Al2O3–SiO2 ternary system [5], in which nucleation and internal bulk

spinel crystallization is achieved using TiO2 [6] or a mixture of TiO2 and ZrO2 [5, 7].

The aim of the present study is the development of transparent glass-ceramics of magnesium aluminosilicate system

based on Fe2+:MgAl2O4 spinel nanocrystals nucleated by a mixture of TiO2 and ZrO2 and the study of their structure and

© Bukina V.S., Dymshits O.S., Alekseeva I.P., Volokitina A.A., Zapalova S.S., Zhilin A.A., 2023
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spectral properties. In future, we are planning to compare the properties of these glass-ceramics with those nucleated by

titania. These glass-ceramics are important for the development of saturable absorbers for the spectral range of 2–3 µm.

2. Experimental

2.1. Sample preparation

Model magnesium aluminosilicate glass with the composition (mol%) 20 MgO, 20 Al2O3, 60 SiO2 [6] was prepared

with the addition of two nucleating agents, TiO2 and ZrO2, [5, 7] and FeO. The nominal glass composition was (mol%)

18.1 MgO, 18.1 Al2O3, 54.2 SiO2, 4.5 TiO2, 4.5 ZrO2, and 0.6 FeO.

The raw materials were reagent grade. The batch for producing 400 g of glass was melted in a crucible made of quartz

ceramics at 1580 ◦C for 4 hours (h) with stirring. The glass was poured onto a cold metal plate and annealed at 660 ◦C.

The transparent yellow glass, Fig. 1, was subjected to one- and two-stage secondary heat-treatments. The first nucleation

stage was at 800 ◦C for 6 h and the temperature of the second stage ranged from 850 to 1300 ◦C with the same holding

time of 6 h. As a result, transparent glass-ceramics were prepared by heat-treatments with the temperature of the second

stage from 850 to 1050 ◦C, Their color changed with the heat-treatment temperature from the yellow to the brown, see

Fig. 1. The glass heat-treated at the second stage at 1100 ◦C becomes translucent. The glass-ceramics prepared at 1200

and 1300 ◦C are opaque.

FIG. 1. Photographs of the polished glass, glass produced by the heat-treatment at 800 ◦C and glass-

ceramics produced by two-stage heat-treatments with the first hold at 800 ◦C and the second hold from

850 to 1300 ◦C. Holding time at each stage is 6 h. The thickness of the polished samples is 1 mm.

2.2. Methods

XRD patterns of powdered samples were measured with a Shimadzu XRD-6000 diffractometer with nickel-filtered

Cu Kα radiation. The average crystal sizes were estimated from broadening of X-ray peaks according to Scherrer’s

equation [8]. The error in the average crystal size estimation is about 5%. The average size of ZrTiO4 nanocrystals was

estimated using the peak with Miller’s indices (111); the size of magnesium aluminate spinel was estimated using the peak

with indices (440). The average size of petalite-like phase was estimated using the peak with indices (211) and (210).

The size of sapphirine of the 2M modification was estimated using the peaks with indices (122) and (1 10 0). The size of

indialite crystals was estimated using the peak with Miller’s indices (211), the size of cristobalite crystals was estimated

using the peak with the indices (111). The unit cell parameter a was estimated from the position of the (440) plane of the

spinel crystal.

Bulk samples of about 15 mg in weight were used for differential scanning calorimetry (DSC) study with help of

a simultaneous thermal analyzer NETZSCH STA 449 F3 Jupiter with a dynamic flow atmosphere of Ar. The heating

rate was 10 ◦C/min. The samples were the initial glass and the glass heat-treated at 800 ◦C for 6 h. For assigning the

exothermic DSC peaks to certain crystalline phases, bulk samples of about 90 mg in weight were heated in the DSC

furnace with the same heating rate of 10 ◦C/min up to the temperature of an appearance of a certain exothermic peak,

cooled down to room temperature and subjected to powder XRD analysis.

Unpolarized Raman spectra were measured in backscattering geometry on an InVia (Renishaw, England) Micro-

Raman spectrometer equipped with the multichannel detector cooled up to −70
◦C. The spectra were excited by Ar+ CW

laser line of 514 nm. Leica 50× (N.A. = 0.75) objective was used for illuminating the sample; the scattered light was

collected by the same objective. Edge filter was placed before the spectrograph entrance slit; a spatial resolution was of

2 cm−1. Every spectrum was averaged over 30 acquisitions with duration of 20 s.

Room-temperature absorption spectra were recorded by using a double-beam spectrophotometer Shimadzu UV 3600

in the range from 250 to 3300 nm. The samples were polished plates with a thickness of 1 mm. Absorbance spectra were

normalized to the sample thickness.
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3. Results and discussion

Figure 2 shows the DSC curve of the quenched glass and the curve of the same glass heat-treated at 800 ◦C for

6 h (the nucleation stage). From the DSC curve of the initial glass, the glass transition temperature, Tg = 765 ◦C, is

determined. Several exothermic peaks associated with appearance of different crystalline phases are also observed. In the

low temperature region, two exothermic peaks are formed, the crystallization onset temperatures, Ton, of which are Ton1

= 845 ◦C and Ton2 = 918 ◦C, and the crystallization maximum temperatures, Tmax, are Tmax 1 = 877 ◦C and Tmax 2 =

965 ◦C. High-temperature exothermic peaks have complex shapes, the temperatures of their crystallization maxima are as

follows: Tmax 3 =1101 ◦C, Tmax 4 = 1212 ◦C, and Tmax 5 =1290 ◦C.

The glass transition temperature of the glass heat-treated at 800 ◦C for 6 h is higher than that of the initial glass,

Tg = 793 ◦C. On the DSC curve of this sample, there is no peak in the range of 900 ◦C, observed on the DSC curve of the

initial glass. In the region of high temperatures, the shapes and temperatures of maxima of exothermic peaks on the DSC

curves of the initial and heat-treated glasses are near similar.

We determined the origin of the peaks for both DSC curves. After the crystallization maximum temperatures were

found, the samples of the quenched glass and the glass preliminary heat-treated at 800 ◦C for 6 h, ∼90 mg in weight, were

heated in the DSC instrument up to the temperatures of the appearance of exothermic peaks. According to the XRD data,

Fig. 3(a), the first exothermic peak in the DSC curve of the initial glass is associated with crystallization of zirconium

titanate, ZrTiO4, with orthorhombic structure. The sample heat-treated up to the temperature of the second exothermic

peak (969 ◦C) has the phase composition of zirconium titanate and magnesium aluminate spinel, MgAl2O4, with the

cubic structure, see Fig. 3(a).

An absence of the exothermic peak of ZrTiO4 at ∼880 ◦C on the DSC curve of the sample preheated at 800 ◦C

for 6 h, see Fig. 2, suggests that almost all of ZrTiO4 that crystallized during the heating of the initial glass in the DSC

furnace, evolves during the preliminary heat-treatment of this glass at 800 ◦C for 6 h. This suggestion is confirmed by the

similarity of the XRD patterns of the quenched glass heated in the DSC furnace up to 878 ◦C and the glass heat-treated

in isothermal conditions at 800 ◦C for 6 h, see Fig. 4. The sample preheated at 800 ◦C for 6 h and heat-treated up to the

temperature of the peak at 965 ◦C had the same phase composition as the quenched glass heated up to 969 ◦C. It is a

mixture of zirconium titanate and magnesium aluminate spinel, see Fig. 3(b).

Taking into account the similarity of the high-temperature parts of the DSC curves of the both samples, we determined

phase compositions only of the materials preheated at 800 ◦C for 6 h and heated in the DSC furnace to the temperatures

of near 1300 ◦C, see Fig. 3(b). We believe the phase compositions of both materials heated up to these temperatures are

similar.

FIG. 2. DSC curves of the quenched glasses and the glass heat-treated at 800 ◦C for 6 h. Tg stands for

the glass transition temperature, Tmax stands for the maximum crystallization temperature. The curves

are shifted for the convenience of observation

According to XRD data presented in Fig. 3(b), the broad exothermic peak in the temperature range from ∼1100 to

∼1200 ◦C is related to the transformation of magnesium aluminate spinel into sapphirine, the magnesium aluminosilicate
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with monoclinic structure, which is in accordance with our previous study [4]. The preheated sample heat-treated up

to the temperature of the Tmax 4 (1212 ◦C) has a rich phase composition of the ZrTiO4, sapphirine, and magnesium

aluminosilicate with a quartz-like structure. The minimum on the DSC curve at about 1255 ◦C is related to the beginning

of decomposition of the magnesium aluminosilicate with a quartz-like structure and appearance of traces of indialite,

a high-temperature modification of cordierite. The sample also contained the crystals of ZrTiO4 and sapphirine. The

material heated to 1290 ◦C has the phase composition of ZrTiO4, indialite, sapphirine, and traces of the magnesium

aluminosilicate with a quartz-like structure.

The heat-treatments in isothermal conditions were conducted based on the results of the DSC –XRD study. According

to the XRD patterns presented in Fig. 5, nanocrystals of zirconium titanate, ZrTiO4, are formed during the heat-treatment

at 800 ◦C for 6 h. Their average size is 6 nm, see Table 1. During heat-treatments at the second stage at temperature in

the range from 850 to 1000 ◦C, magnesium aluminate spinel with average size of 8.5 – 13.5 nm is additionally formed.

The variation of its unit cell parameter with heat-treatment is presented in Table 1. Traces of magnesium aluminosilicate

with petalite structure with the average size of 16 nm are detected on the XRD pattern of the sample obtained by the

heat-treatment at the second stage at 850 ◦C. In the temperature range from 1000 to 1100 ◦C, sapphirine crystals with the

average size from 17 to 25 nm are formed at the expense of spinel, the intensity of zirconium titanate peaks increases.

FIG. 3. XRD patterns (a) of the initial glass heat-treated in the DSC furnace up to 878 and 969 ◦C; (b)

of the samples preheated at 800 ◦C for 6 h and heat-treated in the DSC furnace up to 955, 1076,1130,

1212, 1255, and 1290◦C. The patterns are shifted for the convenience of observation
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TABLE 1. The average crystal sizes D and spinel unit cell parameter a in glass-ceramics

Heat-treatment schedule
Spinel ZrTiO4 Sapphirine Indialite Cristobalite

D, nm a, ±0.003, Å D, nm D, nm D, nm D, nm

800 ◦C/6 h – – 6.0 – – –

800 ◦C/6 h + 850 ◦C/6 h 8.5 8.068 6.0 – – –

800 ◦C/6 h + 900 ◦C/6 h 9.5 8.098 6.5 – –

800 ◦C/6 h + 950 ◦C/6 h 12.0 8.099 8.0

800 ◦C/6 h + 1000 ◦C/6 h 13.5 8.093 9.5 17.5 – –

800 ◦C/6 h + 1050 ◦C/6 h – – 14.5 24.0 – –

800 ◦C/6 h + 1100 ◦C/6 h – – 22.5 25.0 – –

800 ◦C/6 h + 1200 ◦C/6 h – – 30.5 29.0 31.5

800 ◦C/6 h + 1300 ◦C/6 h – – 26.0 25.0 34.5

FIG. 4. (a) XRD patterns of the quenched glass heated in the DSC furnace up to 878 ◦C and the glass

heat-treated at 800 ◦C for 6 h; (b) the standard pattern of ZrTiO4

In the high temperature range of heat-treatments, at 1200 and 1300 ◦C, the residual glass crystallizes with the forma-

tion of crystals of stable phases of indialite, 2MgO·2Al2O3·5SiO2, and cristobalite, SiO2, while preserving sapphirine and

zirconium titanate, see Fig. 5(a). Crystals of magnesium aluminosilicates with the quartz-like structure, which is observed

in the DSC run, are not observed in glass-ceramics prepared in isothermal conditions. It is probably related to the selected

heat-treatment schedules. We speculate that this phase will crystallize during heat-treatments in the temperature range

from 1100 to 1200 ◦C.

Figure 5(b) shows the details of the formation of crystalline phases in transparent glass-ceramics. The position of the

maximum of amorphous halo is located at 2θ = 24.3◦ in the XRD pattern of the initial glass. With increasing the heat-

treatment temperature, it constantly shifts to 2θ = 21.8◦, the position of the maximum of amorphous halo in quartz glass,

see Fig. 5(b). The characteristics of the crystalline phases formed during the heat-treatments are presented in Table 1.

Figure 6 demonstrates the Raman spectra of the initial glass and transparent glass-ceramics. The spectrum of the

initial glass is typical for aluminosilicate glasses nucleated by a mixture of TiO2 and ZrO2 [9] and contains three broad

Raman bands at ∼ 450, 800 and ∼ 920 cm−1. The band at ∼ 920 cm−1 is related to [TiO4] tetrahedra in the alumi-

nosilicate network, while the bands with lower frequencies are the characteristics of the vibrations of the aluminosilicate

network itself. After the heat-treatment of the initial glass at 800 ◦C for 6 h, intensity of the ∼ 920 cm−1 band in its Raman



Optical glass-ceramics based on Fe2+: MgAl2O4 nanocrystals and nucleated by TiO2 and ZrO2 695

FIG. 5. (a,b) XRD patterns of the initial glass and glass-ceramics. (a) The heat-treatment temperature is

from 800 to 1300 ◦C; (b) The heat-treatment temperature is from 800 to 1000 ◦C. Labels 850–1300 ◦C

indicate the heat-treatment temperature at the second stage. Holding time at the second stage is 6 h. The

nucleation stage is at 800 ◦C for 6 h

spectrum diminishes while intensity of the ∼800 cm−1 band goes up; the spectral features of ZrTiO4 crystals [10–12] are

clearly seen in the spectra (the characteristic bands locate at ∼ 154, 269, 334, 416 and 645 cm−1). The redistribution of

intensities of the bands located in the high-frequency region in favor of the band centered at ∼ 790 cm−1 is the evidence of

the development of phase separation [12]. In Raman spectra of glass-ceramics, the heat-treatment temperature increasing

causes a further rise of the band at ∼ 800 cm−1 and bands related to the continuous precipitation of ZrTiO4. The Raman

bands typical for spinel nanocrystals with a partly inverse structure appear at 414, 488, 657, 724, and 796 cm−1 [10, 11].

In the spectrum of glass-ceramics prepared by the two-stage heat-treatment with the second stage at 1000 and 1050 ◦C,

the Raman bands of sapphirine appear at 457, 564, and 684 cm−1 [13]. Appearance of weak high-frequency bands at 940

and 1100 cm−1 in spectra of all glass-ceramics prepared by high-temperature heat-treatments is related to the vibrations

of [TiO4] groupings in the residual highly siliceous glass [14].

Absorption spectra of the initial and heat-treated glasses are formed by an absorption edge located in the UV region

of the spectrum, a broad intense unstructured band in the visible spectral range, a broad weak unstructured band with a

maximum at ∼ 1000 nm, a strong band with a maximum at ∼ 2000 nm, and an absorption band in the region from 2700

to 3300 nm, see Fig. 7(a). In the spectrum of the glass, the position of the absorption edge corresponds to λ = 362 nm. A
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FIG. 6. Raman spectra of the initial glass and transparent glass-ceramics. Labels 850–1050 ◦C indicate

the heat-treatment temperature at the second stage. The first stage is at 800 ◦C. The holding time at each

stage is 6 ◦ h. λexc = 514 nm. Numbers denote the position of the Raman peaks in cm−1. The curves

are shifted for the convenience of observation

broad band with a maximum at ∼ 1100 nm has absorption coefficient of ∼ 5.2 cm−1. This absorption is mainly due to

the 5T2 →
5E(5D) transition of ferrous ions, Fe2+, in octahedral ligand field (LF). The spectrum of the sample obtained

by the heat-treatment at 800 ◦C for 6 h is similar to that of the initial glass, which means that crystallization of ZrTiO4

does not involve iron ions. The absorption spectrum changes with spinel crystallization in the temperature region from

850 to 1000 ◦C. The absorption in the visible spectral range is caused by the oxygen to metal charge transfer (OMCT)

O2−–Fe2+, O2−–Fe3+, O2−–Ti3+, O2−–Ti4+, as well as intervalent charge transfer (IVCT) Fe2+/Fe3+ and Ti4+–Fe2+

bands. We cannot rule out a weak absorption of Fe3+ and Ti3+ ions in octahedral ligand field. A broad band at 1500–

2200 nm with a maximum at ∼ 1.90 µm appears and grows with increasing the heat-treatment temperature while the band

with a maximum at ∼ 1100 nm decreases in intensity. An appearance and growth of the band at 1500–2200 nm is due to

the entry of Fe2+ ions into spinel nanocrystals in the tetrahedral positions (Td) (the 5E→5T2(5D) transition).

With the increase of the heat-treatment temperature up to 1050 ◦C, in the spectrum of glass-ceramics a noticeable drop

in the intensity of the absorption band in the region of 2000 nm associated with Fe2+ ions in Td sites in spinel is observed.

This correlates with the decrease in the amount of spinel nanocrystals and appearance of sapphirine. In sapphirine, Mg2+

ions are in sixfold coordination while Al3+ ions are in four-and sixfold coordinated sites [15]. Sapphirine is known to

accommodate iron ions. There are the substitutions Mg2+ →Fe2+ (predominantly) and Al3+ →Fe3+ with Fe3+ ions

assigned to tetrahedral positions [16]. Thus, upon sapphirine formation from spinel and residual highly siliceous glass,

iron ions are present as the IV Fe3+ and V IFe2+ species [4]. It is reflected in the absorption spectrum of glass-ceramic

obtained by the heat-treatment at 1050 ◦C, see Fig. 7. The structuring of the spectrum of OH-groups is due to their

incorporation into spinel nanocrystals [17].

4. Conclusions

Model glass of the MgO – Al2O3 – SiO2 ternary system intended for the development of transparent glass-ceramics

based on the Fe2+:MgAl2O4 spinel nanocrystals was nucleated by a mixture of TiO2 and ZrO2 and doped with 0.6 mol%

FeO. The glass was melted at 1580 ◦C for 4 h with stirring and heat-treated in the temperature range from 800 to 1300 ◦C.

The structure, phase composition and spectroscopic properties of the initial glass and glass-ceramics were studied by

the differential scanning calorimetry and X-ray diffraction analysis, Raman and absorption spectroscopy.

ZrTiO4 nanocrystals 6 nm in size precipitate in the glass during its nucleation heat-treatment at 800 ◦C. Similar

crystal fraction of ZrTiO4 appears during heating of the initial glass to the temperature of ∼880 ◦C. Spinel nanocrystals

appear during two different heat-treatment protocols, i.e., in the course of heating of the initial glass up to the temperature

of 970 ◦C and by the two-stage heat-treatments with temperature from 850 to 1000 ◦C at the second stage. Spinel

nanocrystals with average size ranging from 9 to 14 nm and with unit cell parameter a = 8.068 – 8.099 Å are formed

in glass-ceramics during heat-treatments at temperatures from 850 to 1000 ◦C. A broad absorption band spanning from

∼1.5 to 2.5 µm is assigned to the 5E→5T2 (5D) transition of Fe2+ ions in Td sites in spinel nanocrystals.
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FIG. 7. Absorption spectra of the glass and transparent glass-ceramics in different scales along the Y-

axis. Labels 850–1050 ◦C indicate the heat-treatment temperature at the second stage. The first stage

of the heat-treatment is always at 800 ◦C for 6 h

Iron-doped sapphirine nanocrystals with average sizes ranging from 18 to 25 nm appear in glass-ceramics during heat-

treatments from 1000 to 1100 ◦C. Appearance of iron-doped sapphirine nanocrystals results in a decrease of absorption

in the spectral range from ∼ 1.5 to 2.5 µm. The obtained regularities are important for the development of saturable

absorbers for the spectral range of 2–3 µm.
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ABSTRACT Photosensitive nanocrystalline SnS films with a size of coherent X-ray scattering regions of about

30 nm were obtained by chemical bath deposition. It has been demonstrated that the deposition time affects

significantly both microstructure and thickness of the film as well as the size of the particles’ agglomerates

forming the film. The current sensitivity of the obtained films was studied. All synthesized films, regardless of

the duration of synthesis, reveal p-type conductivity due to Sn vacancies. Atomic force microscopy measure-

ments and fractal approach provide a detailed description of the processes occurring during film formation.

The characteristics of the fabricated SnS films are potentially useful for design of advanced absorbing layers

within thin film solar cells.

KEYWORDS tin(II) sulfide, thin films, chemical bath deposition, p-type conductivity, quantum-chemical calcula-

tions, formation mechanism
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1. Introduction

Tin (II) sulfide (SnS) belongs to the family of binary semiconductor chalcogenides and occurs in nature in the form

of mineral Herzenbergite. The crystal lattice of SnS consists of layers with a strong covalent intralayer Sn-S bonding

and with a weak van der Waals interlayer interaction [1]. Effective technology for creating thin film solar cells requires

semiconductor materials satisfying certain criteria. The chemical elements comprising a material must be relatively

nontoxic, earth abundant and cheap. For high efficiency of solar energy conversion, the material of absorbing layer should

have optimal value of optical band gap Eg , high optical absorption coefficient a, high quantum yield of excited charge

carriers, large diffusion length of charge carriers and low recombination rate. SnS posseses a direct Eg of 1.2–1.5 eV,

indirect Eg of 1.1 eV, large α > 104 − 105 cm−1, and high free carrier concentration around 1017 – 1018 cm−3, hence,

representing a promising material for the absorbing layer of new generation thin film solar cells [1–4].

In this paper, thin SnS films are synthesized by chemical bath deposition from aqueous solutions. The effect of

deposition time on the microstructure of the resulting nanocrystalline films is demonstrated, the conductivity type and

current sensitivity have been studied. Based on the atomic force microscopy data, a mechanism for the formation of a

SnS film on a dielectric substrate is proposed. To substantiate the stoichiometry of chemical composition the quantum

chemical calculations have been carried out.

2. Experimental

SnS films were obtained by chemical bath deposition from aqueous solutions using tin chloride SnCl2, sodium thio-

sulfate Na2S2O3 and sodium citrate Na3C6H5O7 (Na3Cit). Deposition was carried out in a LOIP LT–112a thermostat at

343 K with an accuracy of ±0.5◦ in maintaining temperature. SnS films were deposited on sitall substrates during 30, 60,

90 and 120 minutes. The reaction baths contained 0.06 M SnCl2, 0.15 M Na3Cit and 0.06 M Na2S2O3. The pH value

was maintained in the range from 2.5 to 3.0.
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TABLE 1. Characteristics of SnS thin films chemically deposited on sitall substrates from SnCl2 and

Na2S2O3 aqueous solutions at 343 K

Synthesis Unit cell parameters Average film Eg , j, nA/cm2 at 10 V

time, min a, Å b, Å c, Å thickness, nm eV jlight jdark jlight/jdark

60 11.318(5) 3.9963(11) 4.2865(22) 210 0.94 58.83 32.90 1.79

90 11.3003(3) 3.9963(7) 4.2775(15) 480 1.01 139.60 88.15 1.58

120 11.282(4) 3.9957(6) 4.2807(15) 670 1.12 147.16 78.38 1.89

The crystal structure and phase composition of the films were studied using the X-ray diffractometer Stadi–P (Stoe)

in the Bragg-Brentano geometry with CuKα radiation in the angle range 2θ = 5 − 100◦ with a step of ∆(2θ)◦ = 0.03◦

and 70 second exposure. The thickness of the films was determined using the Linnik MII-4M microinterferometer. The

light transmission spectra were recorded using a UV-3600 spectrophotometer (Shimadzu, Japan) in the wavelength range

of 200–1700 nm with a scanning step of 1 nm.

The morphological characteristics and elemental composition of the films were studied by scanning electron mi-

croscopy (SEM) on the TESCAN MIRA 3 LMU electron microscope (TESCAN, Czech Republic). The topology and

surface roughness were studied by semi-contact atomic force microscopy (AFM) on the NT-MDT NTEGRA Prima II

complex. A silicon cantilever with resonant frequency of 230 kHz and a radius of curvature of the probe less than 10 nm

was used to scan the surface. To analyse the surface topology of the films, areas of SnS films with a size of 5×5 µm2

were selected and captured from the total surface area of the sample. The AFM images were processed by the Gwyddion

program.

The type of SnS films conductivity was determined by the thermal probe method. To register the sign of the thermo-

electric force, the digital multimeter DT-830 B was used. The volt-ampere characteristics of the films were measured in

both the dark room and as illuminated by a light beam from the solar radiation simulator Zolix GLORIA-X500A, equipped

with an Osram XBO 500W/H OFR lamp, under standard conditions: AM1.5G spectrum, illumination 100 mW/cm2, tem-

perature 298 K. The magnitude of the current was recorded by the Keithley 2450 source measure unit.

The density-functional theory (DFT) calculations within periodic boundary conditions were performed using the

SIESTA 4.0 package [5]. Generalized Gradient Approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) parametriza-

tion was employed for description of exchange-correlation potential. The core electrons were treated within the frozen

core approximation, applying norm-conserving Troullier-Martins pseudopotentials. The double-ζ polarized basis set

(DZP) was used for description of the valence orbitals of all elements.

3. Results and discussion

The X-ray diffraction spectra of SnS films revealed a set of reflexes typical for α-SnS (sp. gr. Pnma). The unit cell

parameters with corresponding standard quadratic deviations are given in Table 1. The experimental error is determined

to be several times greater than indicated in parentheses, since the diffraction patterns of SnS overlap with patterns from

several phases composing sitall substrate as well as due to the SnS peaks widening. The X-ray phase analysis did not

reveal any tin-containing crystalline phase except α-SnS. The determination of the exact sizes of the coherent scattering

regions (CSR) by the Williamson-Hall extrapolation method is rather evaluative due to the broadening anisotropy of the

diffraction reflexes. The CSR average value is 26 nm for all synthesized films, which indicates the growth termination of

the SnS single crystallites after 60 min of synthesis.

According to energy dispersive X-ray spectroscopic analysis (EDX), the elemental composition of the synthesized

SnS films corresponds to the average contents of Sn and S as 40.3 and 41.1 at.%. The content of O is 18.6 at.% and it

is due to surface oxygen. The etching of films with an argon beam allows to clean the surface of samples and get rid of

oxygen almost completely (for example, down to ∼1 at.% after etching the film with an Ar+ beam to a depth of 6 nm).

According to SEM data, at the initial stage of synthesis (up to 30 min) the grain-like SnS particles of 300–400 nm

in length and 50–100 nm in diameter are formed (Fig. 1a). These particles agglomerate into an insular film with a large

number of voids and depressions. After 60 minutes, the number of loose large agglomerates with a Feret diameter of ∼1

microns, consisting of particles 200–300 nm in length and 50–100 nm in diameter (Fig. 1b), increases. Taking into account

the average film thickness of ≈210 nm after 60 min (Table 1), these agglomerates should have a flat-like organization and

cover the substrate in two-dimensional space. After 90 min of deposition, the film thickens, i.e. the individual large

agglomerates are no longer visible, and the film becomes a structure formed from small elongated particles of ∼80–

200 nm (Fig. 1c). At the end of synthesis (after 120 min), the SnS film completely covers the substrate and consists

mainly of particles with linear sizes of 80–200 nm (Fig. 1d).
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TABLE 2. Surface roughness parameters and fractal dimension of SnS films obtained by processing of

AFM images with a surface area of 5×5 µm2

Microrelief parameter
Deposition time, min

30 60 90 120

Arithmetic mean roughness Ra, nm 158.0 75.4 112.3 91.5

Root-mean-square roughness Rq , nm 194.4 97.2 142.6 115.1

The coefficient of asymmetry of the roughness profile Rsk −0.4 0.1 −0.3 −0.2

Maximum profile height Rz , nm 506.5 393.3 440.3 322.0

Fractal dimension Df Cube counting method 2.35 2.31 2.35 2.38

of the surface Triangulation method 2.44 2.42 2.44 2.48

Thus, with an increase in the synthesis duration, the amount of the SnS solid phase on the substrate increases, the

SnS layers become denser, while the shape and size of grain-like SnS particles remain unchanged. The grain-like SnS

particles are agglomerates consisting of nanoparticles ∼26 nm in size.

Fig. 2 shows typical AFM images of SnS films illustrating a significant difference in surface topology. The films are

formed from agglomerates, the amount and shape of which depend on the deposition time. This is consistent with the

SEM data (Fig. 1).

FIG. 1. Morphology evolution of SnS thin films on sitall substrate depending on the deposition time,

min: a – 30; b – 60; c – 90; d – 120

FIG. 2. Surface topology of the SnS thin films on sitall substrate depending on the deposition time,

min: a – 30; b – 60; c – 90; d – 120. The dimension of AFM images is 5×5 µm2

Table 2 presents the parameters describing the surface topology of the SnS films at different duration of synthesis.

All samples are characterized by a sufficiently bright heterogeneity of the surface relief, as evidenced by the significant

difference between the maximum height of the surface profile Rz and the parameters determining the arithmetic mean Ra

and the root-mean-square Ra values of roughness.
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The surface of the SnS films reveals a colloid microstructure from the first minutes of deposition. The colloidal

particles are represented as the large agglomerates of nanoparticles (Fig. 1,2). Considering a colloidal particle as a fractal

cluster (fractal agglomerate), the fractal geometry methods can be applied to describe the thin film microstructure [6–16].

Any fractal cluster as a geometric system is formed as a result of the association (adhesion) of solid particles, and the

conditions of association affect the way of cluster growth [12]. The SEM and AFM data (Fig. 2,3) reveal the SnS fractal

clusters look like disordered systems, but they may possess an internal order. The parameter characterizing this order

numerically is the surface fractal dimension Df [12]. The Df values for SnS films are obtained by the processing of

AFM images and are tabulated (Table 2). According to [8, 9, 11, 12], the obtained Df values indicate that the formation

of fractal clusters of SnS occurs in three-dimensional space, i.e. mainly within the solution volume according to the

“cluster-particle” Witten-Sander model. The role of the free primary particles is performed by SnS nanoparticles.

At the first stage of film deposition, the formation of SnS nanoparticles takes place within the solution bulk. This

process obeys the classical crystallization model: a fixed number of crystalline SnS nuclei arises in the supersaturated

solution at the initial moment, then SnS nuclei grow to nanoparticles about 26 nm during the first 30 min. At the second

stage, the grain-like clusters are formed as a result of collision and agglomeration of these nanoparticles. In the Witten-

Sander model, the associating nanoparticles perform Brownian motion in the solution before collision resulting in a

cluster. At the third stage, grain-like clusters are deposited on the substrate with film formation (Fig. 1,2). It should be

noted that the processes of secondary nucleation due to high supersaturation is quite likely to take place in the solution.

After 120 min of deposition, the grain-like clusters/agglomerates are arranged densely on the substrate (Fig. 2d), which

excludes the possibility of linear motion trajectories or multiple collisions before sticking and reveals the kinetically

controlled agglomeration [10]. This confirms the implementation of the Witten-Sander model. An invariability of Df

(Table 2) indicates that, regardless of the duration of deposition, the mechanism of film formation is preserved [15] and

the film surface remains self-similar (self-affine [16]). Thus, the fractal approach provides a deeper understanding of the

processes occurring during the formation of SnS thin film on a substrate [15].

The calculation of Eg for SnS was carried out for the case of indirect allowed transitions [6]. Extrapolation of the

linear part of function [αhν]1/2 =C2(hν −Eg) on the abscissa axis allowed to determine the Eg value. The Eg for films

deposited after 60, 90 and 120 min are found equal to 0.94, 1.01 and 1.12 eV, respectively (Table 1), which is consistent

with the previously published values [2–4].

FIG. 3. The total and partial densities of electronic states (DOS) for a (001)SnS slab with perfect

stoichiometry (a) or with the Sn atom vacancies in the bulk (b). The Sn5s-, Sn5p- and S3p-states are

painted in red, orange and yellow, respectively. DFT GGA calculations

According to the thermo-EMF method, all synthesized SnS films have p-type conductivity. It is known that for binary

tin sulfides with only intrinsic lattice defects, the n- or p-type of conductivity is determined by an excess of Sn or S atoms,

respectively [7]. In this work, the role of tin vacancies in regulating the type of SnS conductivity is confirmed by DFT

calculations of the electronic structure of α-SnS. 3a × 3b supercell of (001)SnS slab of three molecular layers thick was

employed as a model of nanoscale SnS. According to the calculations, such a “perfect” film is a semiconductor with the

Eg value of at least 1.09 eV (Fig. 3a). The bottom of conduction band is represented by Sn5p-states, while the top of the

valence band consists of S3p-states with an admixture of Sn5n and Sn5s-states. These basic features of the SnS electronic

structure remain even after introduction of the Sn vacancies, both in the bulk and on the surface. However, the Fermi level
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of SnS shifts to the edge of the valence band, which really corresponds to the change from the intrinsic conductivity to

the p-type conductivity (Fig. 3b).

The resistivity of the obtained SnS films was studied both under lighting conditions and in the darkness. Fig. 4 shows

the volt-ampere j(U) characteristics of SnS thin films in the dark and while illuminated by a light beam of 100 mW/cm2

at 298 K. A linear course of j(U) curves passing through the origin is observed over the entire area of applied voltages,

which indicates the ohmic nature of the obtained SnS films. After illumination of the film surface, the j increased

due to the increase in the concentration of free charge carriers. The maximum photocurrent density under illumination

jlight = 147.16 nA/cm2 at 10 V is observed for SnS film obtained after 120 min, and the maximum value of the dark

current density jdark = 88.15 nA/cm2 is found for SnS film after 90 min of synthesis (Table 1).

FIG. 4. Current-voltage characteristics of SnS films on sitall substrates at different deposition times

either in the dark room or under illumination by a light beam of 100 mW/cm2 (light)

For the film deposited after 30 min, the values of jlight and jdark are close to zero (Table 1), which indicates the

absence of photosensitive properties. The latter is related to the morphology of SnS (Fig. 1,2): the layer after 30 min is

formed from individual agglomerates and has an insular character, strong difference in the profile height (200± 150 nm)

and significant roughness (Table 2). SnS films deposited after 60 and 120 min possess the highest values of the ratio

jlight/jdark, which are 1.8 and 1.9, respectively (Table 1). At the same time, these films have the lowest values of the

arithmetic mean roughness Ra = 75.4 and 91.5 nm (Table 2), respectively. The thickness of these films varies in the

range from 210 to 670 nm. Thus, the continuity and roughness of the substrate coating do affect primarily the value

of jlight/jdark, while no noticeable effect of the film thickness on the value of jlight/jdark was found. To obtain the

photosensitive layers based on SnS, solid films with a minimal roughness and with a thickness of at least 200 nm should

be deposited.

4. Conclusion

Thin films of α-SnS were obtained by chemical deposition from aqueous solutions. The effect of the deposition time

on their microstructure and their surface topology is presented. The volt-ampere characteristics revealed the optimal film

thickness of at least 200 nm for obtaining photosensitive layers. The synthesized films possess a superstoichiometric

composition of S ≈ 1 at.%. Quantum-chemical calculations confirm the role of Sn vacancies as the main progenitors of

observed p-type conductivity of SnS films. The formation mechanism of a thin SnS film on a dielectric substrate proceeds

according to the “cluster-particle” model, and the formation of initial fractal clusters of SnS occurs in three-dimensional

space, i.e. within the solution bulk.
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ABSTRACT The burgeoning interest in two-dimensional materials derived from graphite carbon nitride (g-C3N4)

stems from its non-toxicity, exceptional charge carrier mobility, and UV-vis absorption capabilities. Crucially,

g-C3N4’s performance hinges on its specific surface area. We investigate how planetary grinding impacts

the crystal and electronic structures of g-C3N4 nanocrystals. Six samples, subjected to varying durations

of mechanical treatment, underwent comprehensive characterization using a complex of physico-chemical

methods. Notably, planetary grinding substantially increases the specific surface area of g-C3N4 nanocrystals

while preserving their electronic structure. Furthermore, we assessed the photocatalytic performance of these

samples in decomposing antibiotics under visible light. The nanocrystalline powder with an enhanced specific

surface area demonstrated a remarkable efficiency in tetracycline hydrochloride decomposition. In summary,

our study highlights the potential of planetary grinding as a means to augment g-C3N4’s specific surface area,

positioning it as a promising platform for the development of contemporary, eco-friendly photocatalysts.
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1. Introduction

The rapid expansion of the pharmaceutical industry, characterized by the continuous development and large-scale

production of medicinal products, has brought about a pressing need for the safe disposal of industrial wastewater [1–4].

Presently, the photocatalytic oxidation of pharmaceutical compounds under solar irradiation has emerged as a promising

and eco-friendly method for treating wastewater generated during pharmaceutical manufacturing processes [5–8]. This

technique harnesses the synergistic interplay of a photocatalyst and visible light. By absorbing photons, the photocatalyst

generates electron-hole pairs, which actively engage in subsequent reactions. These reactions culminate in the production

of potent oxidizing agents that effectively degrade organic contaminants.

Many established photocatalysts primarily function within the ultraviolet domain of the electromagnetic spectrum are

often composed of costly elements [9–11]. Consequently, the scientific community has turned its attention to graphitic

carbon nitride (g-C3N4) in recent years. g-C3N4 stands out as a semiconductor material comprised of readily available

chemical components, exhibiting remarkable chemical stability and the capacity to absorb visible light [7, 10, 12]. How-

ever, the photocatalytic performance of this material is constrained by its relatively modest specific surface area and a

propensity for rapid charge carrier recombination [2].

To address this limitation, researchers have explored various strategies for exfoliating bulk graphitic carbon nitride

into nanosheets. This exfoliation process enhances both the specific surface area and the number of active sites on

g-C3N4, thereby reducing volumetric charge carrier recombination [13]. For example, a study outlined in [14] introduces

a thermal exfoliation method conducted at 550 ◦C for 1 – 3 hours, resulting in an increased specific surface area and

improved photocatalytic capabilities for NO removal under visible light. Research detailed in [15] describes the successful

exfoliation of g-C3N4 using sulfuric acid for 8 hours, followed by ultrasonic treatment, rendering the material suitable

for use as a photocatalyst in hydrogen evolution reactions. An effective approach to ultrasonic exfoliation of g-C3N4

is proposed in [16], where bulk g-C3N4 powder, dispersed in a N-Methyl pyrrolidone (NMP) solution, is subjected

to ultrasonic treatment, yielding nanosheets suitable for photocatalytic hydrogen production. Additionally, article [12]

highlights the beneficial impact of steam exfoliation on the electrochemical properties of g-C3N4. Nevertheless, all these

© Chebanenko M.I., Lebedev L.A., Tenevich M.I., Stovpiaga E.Yu., Popkov V.I., 2023
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methods are characterized by their complex and time-consuming procedures, reliance on expensive chemical reagents,

and the need for specialized equipment.

The present study introduces a promising approach to exfoliate bulk graphitic carbon nitride utilizing mechanical

forces in a planetary mill. The investigation shows the influence of the duration of mechanical treatment on the crystalline

and electronic structure of the resultant g-C3N4. Notably, it is revealed that the mechanical grinding exerts a positive

impact on the specific surface area. The study culminates in a photocatalytic assessment involving the oxidation of

tetracycline hydrochloride under visible light. The research findings strongly suggest that exfoliation via a planetary mill

holds significant potential for enhancing the photocatalytic activity of graphitic carbon nitride. This, in turn, opens up

promising avenues for the utilization of such materials as the foundation for catalysts employed in the neutralization of

hazardous compounds present in pharmaceutical wastewater.

2. Materials and methods

2.1. Materials

Urea (99.8 %, CH4N2O) was purchased from NevaReaktiv. Tetracycline hydrochloride (95 %, C22H24N2O8·HCl)

was obtained from neoFroxx. All the reagents used in this research work are analytical grade. Deionized water was

obtained from the analytical laboratory.

2.2. Synthesis of g-C3N4 nanopowder

To obtain graphitic carbon nitride, urea powder was placed in a quartz crucible. Thermal polymerization was con-

ducted for 1 hour at a temperature of 550 ◦C in an ambient air atmosphere. The yield of the target product when using

urea as a precursor was 2 % by mass [17, 18].

The resulting powder was divided into 6 portions for subsequent grinding. 1 gram of the sample, along with 10 mL

of ethanol and 7 agate balls, were loaded into a 30 mL capacity ball mill jar. The duration of mechanical treatment varied

from 30 to 150 minutes, and the milling was performed at a drum rotation speed of 300 revolutions per minute. The

obtained suspensions were dried at 100 ◦C until complete removal of ethanol. As a result, a series of six samples was

obtained, differing in the duration of planetary milling (CN-0, CN-30, CN-60, CN-90, CN-120, and CN-150).

2.3. Physico-chemical characterization

Structural changes of the g-C3N4 sample during grinding were recorded by Shimadzu XRD-6000 X-ray diffractome-

ter equipped (CuKα radiation, λ = 0.154051 nm) in the range 5 – 80◦ (2θ) with a scanning step of 0.01◦ and integration

time for each point 1 s. The average size of the crystallites was estimated using Debye–Scherrer’s equation [19]:

D =
0.94 · λ

β · cos θ
,

where λ is the wavelength of the incident radiation (CuKα = 0.154 nm); β is the full width at half maximum in radians;

θ is the Bragg angle in radians [19].

The degree of crystallinity of the samples was calculated based on the analysis of X-ray diffraction pattern profile:

Crystallinity degree =
Area of all the crystalline peaks

Area of all the crystalline and amorpous peaks
.

The nanopowder morphology was examined through scanning electron microscopy (SEM) using a Tescan Vega 3

SBH scanning electron microscope.

N2 adsorption-desorption measurements were conducted with an 3FLEX Surface Area and Porosity Analyzer at a

standard mode, at a temperature of 77 K. The specific surface area was calculated using the Brunauer–Emmett–Teller

(BET) method. Pore size distribution plots were generated from the desorption branch of the isotherm using the Barrett–

Joyner–Halenda (BJH) method.

Diffuse reflection spectra were acquired at room temperature within the 350 – 700 nm range using an Avaspec-

ULS2048CL-EVO spectrometer equipped with an AvaSphere-30-REFL refractometric integration sphere. The obtained

diffuse reflection spectra were analyzed using the Kubelka–Munk function [7, 20]:

F (R) =
(1−R)2

2R
,

where R represents the diffuse reflection of the sample.

To determine the values of the optical bandgap, the Tauc plot was utilized:

hυ · F (R)1/n = A(hυ − Eg),

where A is the proportionality coefficient, n is the power index indicating the nature of the transition, hυ is the photon

energy, and Eg is the optical bandgap.
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2.4. Photocatalytic measurements

Tetracycline hydrochloride (TCHCl) was selected as the model antibiotic, with an initial solution concentration of

0.03 g/L. A 1 mg quantity of catalyst powder was thoroughly dispersed in the initial antibiotic solution and placed within

a 10 mL capacity photocatalytic reactor cuvette. The solution was then stirred in the dark for 1 hour to establish an

adsorption-desorption equilibrium.

Subsequently, the solution was exposed to LEDs with a power consumption of 24 W and a peak wavelength of

405 nm, while being continuously stirred under visible radiation. In-situ measurements were conducted using an Avaspec-

ULS2048CL-EVO spectrometer equipped with an Avalight-XE Pulsed Xenon Lamp.

The degree of antibiotic decomposition under the influence of visible radiation in the presence of the catalyst was

determined using the following formula:

Rem. Eff. =
(C0 − C)

C0

· 100 %,

where C0 represents the initial concentration of the TCHCl solution, and C is the concentration of the TCHCl solution

after exposure to light.

3. Results and discussion

3.1. Powder X-ray diffraction

The crystalline structure and phase purity of the prepared series of samples were confirmed through X-ray phase

analysis. Fig. 1(a) illustrates diffraction patterns for the initial CN-0 sample and samples subjected to mechanical grinding

with varying durations (CN-30, CN-60, CN-90, CN-120, and CN-150). All obtained graphs exhibit a typical pattern for

graphitic carbon nitride.

FIG. 1. (a) Powder X-ray diffraction patterns; (b) crystallinity degree and (c) crystallite size of CN-0,

CN-30, CN-60, CN-90, CN-120 and CN-150 samples

The X-ray diffraction patterns display two prominent reflections at approximately 13◦ and 27◦, corresponding to the

diffraction planes (100) and (002), respectively (JCPDS card 87-1526) [21, 22].

The concurrent increase in X-ray reflection intensity and reduction in their width as grinding time increases may in-

dicate an expansion of the coherent scattering domain. The average crystallite size, determined along the crystallographic

direction (002), is presented in Fig. 1(b) as a bar chart.

Considering that nanocrystalline graphitic carbon nitride comprises a plethora of irregularly shaped and randomly

oriented flakes, it is posited that mechanical treatment induces the ordering and straightening of the edges of individual

nanosheets. This phenomenon suggests a transition towards a more planar configuration, as supported by the heightened

degree of crystallinity observed in the samples (Fig. 1(c)).
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3.2. Scanning electron microscopy

The alterations in the morphology of graphitic carbon nitride due to the impact of planetary milling were documented

using scanning electron microscopy (SEM). In Fig. 2(a), the original graphitic carbon nitride powder is depicted as con-

sisting of randomly oriented two-dimensional sheets with irregular edges. Mechanical treatment induces a transformation

in the shape of these sheets, accompanied by their partial agglomeration.

FIG. 2. SEM images of (a) CN-0; (b)CN-30; (c) CN-60; (d) CN-90; (e) CN-120 and (f) CN-150 nanopowders

3.3. N2 adsorption-desorption analysis

The textural characteristics of the CN-0, CN-30, CN-60, CN-60, CN-90, CN-120, and CN-150 samples were investi-

gated using the low-temperature nitrogen adsorption-desorption method. The resulting isotherms, as depicted in Fig. 3(a),

are classified as Type IV, indicating the mesoporous nature of this material. Notably, the hysteresis loops displayed pro-

nounced features associated with the capillary condensation of gas within the mesopores. This behavior is indicative of

mesoporous structures.

Further analysis, as shown in Fig. 3(b), through pore size distribution plotting, confirms the presence of pores with

diameters falling within the range of 2 – 50 nm. It is noteworthy that the porosity of the samples experiences a marginal

increase during the planetary milling process, primarily attributed to the creation of additional interlayer space within the

graphitic carbon nitride material, as evidenced in Fig. 3(c).

The specific surface area was determined using the linear form of the BET equation, and the resulting specific surface

area values are illustrated in Fig. 3(c). It is evident that consecutive increases in specific surface area values occur during

the grinding process in the planetary mill.

Graphitic carbon nitride is characterized by a layered structure comprising tri-s-triazine units, as depicted in Fig. 4 [23].

These layers in g-C3N4 are weakly bonded together by van der Waals forces, facilitating easy exfoliation and, conse-

quently, an increase in the available surface area for sorption. It is postulated that the sequential rise in specific surface

area values is achieved by reducing the stack thickness (h) during mechanical treatment. Prolonged mixing in the plane-

tary mill leads to partial particle agglomeration, resulting in a further decrease in specific surface area and an increase in

stack thickness.

3.4. Diffuse reflectance spectroscopy

The optical properties of the sample series were investigated through diffuse reflectance spectroscopy. In Fig. 5(a),

absorption spectra within the UV-visible range are presented for the CN-0, CN-30, CN-60, CN-90, CN-120, and CN-150

samples. The results reveal that the grinding process in the planetary mill leads to a shift in the absorption edge towards

the visible spectrum (λ ≥ 400 nm). This observed “redshift” effect signifies an enhanced light absorption capability of

graphitic carbon nitride within the visible portion of the spectrum, resulting in an increased generation of electron-hole

pairs.

To determine the optical bandgap width for the samples, Tauc plots were constructed. Fig. 5(b) illustrates the spectral

dependencies [R(F )hν]1/2 derived from the obtained spectral absorption coefficient data. The bandgap width values

were obtained through extrapolation of the linear region of the spectrum to the abscissa axis. As anticipated, there were
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FIG. 3. (a) Nitrogen adsorption-desorption isotherms; (b) the pore size distribution results calculated

from the BJH desorption pore volume data; (c) BET surface area and pore size of CN-0, CN-30, CN-60,

CN-90, CN-120 and CN-150 samples

FIG. 4. Schematic representation of the mechanical grinding process

no substantial alterations in the electronic structure after mechanical grinding. The optical bandgap width for the sample

series exhibited variations within the range of 3.84 – 3.85 eV.

3.5. Photocatalytic test

The influence of mechanical grinding on the photocatalytic performance of graphitic carbon nitride was evaluated

during the oxidation of tetracycline hydrochloride under visible light (λ = 405 nm). The photocatalytic experiment was

preceded by a dark control test. Solutions containing specified quantities of CN-0, CN-30, CN-60, CN-90, CN-120,

and CN-150 powders were agitated in darkness for 15 minutes to establish an adsorption equilibrium. Additionally, a

control solution of tetracycline hydrochloride was exposed to visible light to rule out the possibility of its spontaneous

degradation under illumination. Fig. 6(a) illustrates the representative absorption spectra of tetracycline hydrochloride

recorded over a 60-minute duration in the presence of the CN-150 sample. Fig. 6(b) depicts the concentration ratios
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FIG. 5. (a) UV-vis diffuse reflectance spectroscopy; (b) Tauc plots of CN-0, CN-30, CN-60, CN-90,

CN-120 and CN-150 samples

(C/C0). It is evident that the duration of mechanical treatment on the nanocrystalline graphitic carbon nitride powder

exerts a favorable influence on its photocatalytic activity.

FIG. 6. (a) The decomposition spectrum of tetracycline hydrochloride in the presence of CN-150;

(b) photocatalytic degradation curves of TCHCl; (c) pseudo-first-order kinetic curves of the samples;

(d) the calculated kinetic constants

To quantitatively assess the catalytic activity, the apparent first-order rate constant was determined by plotting the

natural logarithm of (C/C0) against the duration of the photocatalytic experiment. The resulting values are presented

as a bar chart in Fig. 6(d). It was ascertained that this exfoliation method engenders a threefold enhancement in the

photocatalytic capabilities of the material.

The findings affirm a consistent augmentation in photocatalytic activity with prolonged mechanical exfoliation time.

It is notable that the most significant increase in photocatalytic activity is observed for the CN-120 sample, characterized

by the highest specific surface area and the thinnest stack thickness of graphitic carbon nitride. It is postulated that

further extension of the mechanical treatment may lead to a gradual reduction in photocatalytic activity due to the re-

agglomeration of g-C3N4 nanolayers.
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4. Conclusions

The original nanocrystalline powder of graphitic carbon nitride was synthesized via the thermal polymerization of

urea at 550 ◦C in an ambient air atmosphere. Subsequently, the resulting calcined powder underwent mechanical grinding

in a planetary mill for various durations, ranging from 0 to 150 minutes. This extended mechanical treatment led to

a notable improvement in the powder’s crystallinity, concomitant with the straightening and ordering of the nanosheets

comprising the graphitic carbon nitride. Notably, there was an expansion in the coherent scattering domain as the synthesis

temperature increased. Remarkably, the electronic structure of the powder remained largely unaltered, with the bandgap

width consistently hovering around 2.8 eV for both the initial and processed samples.

The specific surface area values exhibited a progressive increase, ranging from 24.9 to 37.4 m2/g with a grinding

time of 120 minutes. However, when subjected to prolonged mechanical treatment beyond 120 minutes, re-agglomeration

occurred, resulting in a reduction in the specific surface area to 34.4 m2/g.

The photocatalytic activity of the obtained powders was assessed through the photocatalytic oxidation of tetracycline

hydrochloride. The study demonstrated that planetary milling facilitated the production of graphitic carbon nitride powder

with significantly enhanced photocatalytic properties. This enhancement was evident in the threefold increase in the

degradation rate constant of the antibiotic under solar light exposure.

Consequently, this investigation has underscored the viability of developing an efficacious and environmentally sus-

tainable foundation for photocatalytic materials rooted in graphitic carbon nitride, which holds promise for the removal

of hazardous organic pollutants from pharmaceutical wastewater.
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1. Introduction

With annual population growth, there is a sharp increase in energy demand. However, the world energy industry

is based on fossil raw materials [1]. At the same time, oil and coal combustion products (CO2, SOx, and NOx) cause

serious damage to the environment, animals and people [2]. Therefore, the issue of decarbonization of the economy and

the search for new environmentally friendly energy sources is becoming acute [3]. Hydrogen is considered as a promising

alternative energy source because of its high energy density, zero pollution, etc [4–6] The only method of hydrogen

production from renewable energy sources is photocatalytic splitting of water. In this case, the hydrogen produced acts as

an energy carrier [1].

Photocatalysts based on graphitic carbon nitrate g-C3N4 have attracted attention because of their chemical and ther-

mal stability [7–9]. Also the position of the valence band (VB) and conduction band (CB) corresponds to the thermo-

dynamic conditions of water splitting with the formation of hydrogen and oxygen [10–12]. However, a considerable

disadvantage of g-C3N4 is, firstly, the low specific surface area, and secondly, the rapid recombination of photogener-

ated electrons and holes, which significantly reduces the activity of photocatalysts [13, 14]. To increase the efficiency

of photocatalytic hydrogen evolution, electron donors, so-called “sacrificial agents”, are added to the solution. Electron

donors are oxidized by photogenerated holes in the valence band of g-C3N4, which avoids recombination of electrons

and holes, and hence spatial charge separation occurs. Further, photoexcited electrons from the conduction band of g-

C3N4 participate in the process of water reduction with the formation of hydrogen. Typically, the sacrificial agents for

g-C3N4-based catalysts are methanol, ethanol and triethanolamine [15]. However, methanol is decarbonylated at room

temperature during the reaction and carbon dioxide is adsorbed on the catalyst surface, so, self-poisoning of the catalyst

occurs. In the case of titanium dioxide, surface purification by highly electrophilic forms of oxygen (holes) is possible.

Thus, the use of methanol is inefficient for g-C3N4-based catalysts due to the lack of surface active oxygen [16]. The use

of triethnolamine is of great interest, firstly, because the adsorbed TEOA molecules on the surface of the photocatalyst

protect it from photocorrosion and degradation of the p-conjugated graphite-likecarbon nitride structure [17]. Secondly,

photocatalytic hydrogen evolution results in the oxidation of TEOA, which is attractive in terms of its carcinogenic nature

in the pristine state [16]. Thus, it is possible to combine hydrogen evolution with the destruction of TEOA structure during

photocatalytic process.

For efficient photocatalytic process, it is necessary to study the influence of reaction conditions on the activity of

the catalyst in the target process. The acidity of the medium is known to have a complex effect on the reaction rate due

to changes in the state of the catalyst surface, redox potential H+/H2 [18, 19]. The aqueous solution of triethanolamine

© Potapenko K.O., Kozlova E.A., 2023
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exhibits weak basic properties. When alkali is added to the reaction suspension, deprotonation of TEOA occurs, which

leads to an increase in the pH of the solution. In terms of zeta potential, g-C3N4 has zero surface in the pH range of

4.4 – 5.1 [20]. Consequently, the pH of the reaction suspension plays a significant influence on the adsorption-desorption

properties on the surface of g-C3N4, because at alkaline pH, the surface of carbon nitride is negatively charged, while at

acidic pH, on the contrary, it is positively charged.

Previously, our group suggested a new method for the synthesis of graphitic carbon nitride. Synthesis of g-C3N4

proceeded through the formation of a supramolecular complex melamine-cyanuric acid between melamine and cyanuric

acid, which was further calcined at 550 ◦C for 1 hour [21, 22]. According to X-ray phase analysis data, the coherent

scattering region, which characterizes the average crystallite size, is 10.1 nm, which confirms the nanoscale of the obtained

material [21,22]. Due to the branched network of pores in the obtained material, easy access of reagents to the co-catalyst

is provided. A method of platinum deposition on the surface of the catalyst from labile Pt(IV) nitrate complexes was also

developed, which provides a uniform distribution of platinum ionic particles on graphitic carbon nitride [23,24]. The size

of platinum nanoparticles is 1 – 2 nm according to the data of transmission electron microscopy [21,22]. The combination

of g-C3N4 material preparation and Pt particles deposition methods allowed to achieve high activity in the photocatalytic

hydrogen production.

Therefore, the aim of this work was studying the influence of triethanolamine and sodium hydroxide concentration

on the activity of the previously proposed catalyst 0.1 wt.% Pt/g-C3N4 in the reaction of photocatalytic hydrogen evo-

lution under visible light irradiation. Selection of optimal initial conditions for highly efficient process of photocatalytic

hydrogen evolution.

2. Experimental

2.1. Photocatalyst synthesis

2.1.1. Synthesis of g-C3N4. Graphitic carbon nitrate g-C3N4 was prepared according to the procedure described in [21,

22]. Briefly, a suspension consisting of melamine and cyanuric acid was suspended in water, stirred on a magnetic stirrer

for 12 hours, and heated at 90 ◦C. A supramolecular melamine-cyanuric acid (MCC) complex was obtained. After that,

the MCC, was washed with water several times, dried in vacuum, and then calcined at 550 ◦C for 1 hour (heating rate

1 C/min). The prepared sample of graphite-like carbon nitride is hereinafter denoted by the abbreviation CN.

2.1.2. Synthesis of 0.1 wt.% Pt/g-C3N4. Platinum deposition on the surface of g-C3N4 was carried out according to the

procedure described in detail in [24]. A sample of g-C3N4 was suspended in acetone, the required amount of previously

prepared platinum precursor (Me4N)2[Pt2(µ–OH)2(NO3)8] was added, and stirred for 12 hours. Then the precipitate

was washed with acetone several times, dried in an air current. Then the obtained powder was calcined in a hydrogen

atmosphere at 500 ◦C for 1 hour at a heating rate of 10 ◦C/min. A 0.1 wt.% Pt/g-C3N4 catalyst, hereinafter referred to as

Pt–CN, was obtained.

2.2. Photocatalytic experiments

The photocatalytic hydrogen evolution experiment was carried out in a horizontally illuminated reactor (Fig. 1). A

50 mL suspension consisting of 25 mg of Pt–CN catalyst, (0 – 70) vol. % triethanolamine (TEOA), and (0 – 5) M NaOH

was placed in the reactor. The catalyst was pre-suspended in an ultrasonic bath. The reactor was purged with argon for

15 minutes to remove the oxygen present in the system. An LED with emission maximum at 430 nm, power 50 mW/cm2,

distance from the quartz window to the suspension 6 cm was used as a radiation source. Gas phase analysis for quantitative

determination of the evolved hydrogen was carried out using a gas chromatograph CHROMOS GC-1000 equipped with a

thermal conductivity detector with a NaX zeolite column.

FIG. 1. Schematic representation of the reactor for photocatalytic hydrogen evolution
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The apparent quantum efficiency (AQE) was calculated using the following formula:

AQE =
2 ·W (H2)

Nf

,

where W (H2) is the rate of photocatalytic hydrogen release (mol/min), Nf is the photon flux.

The photon flux was 3 · 10−4 mol/min for a 430 nm LED.

3. Results and discussion

3.1. Photocatalytic activity

At the first stage of the work, the effect of TEOA concentration on the activity of Pt–CN in the reaction of photocat-

alytic hydrogen evolution under visible irradiation (maximum emission of LED 430 nm) was studied. In the absence of

electron donor, the rate of hydrogen evolution is low and equals 0.31 mmol·g−1h−1. When TEOA is added to the reaction

suspension, there is a sharp increase in the reaction rate, a linear increase is observed up to 30 vol.% TEOA. The reaction

rate in this case is 3.92 mmol·g−1h−1. Further, with increasing TEOA concentration, the reaction rate reaches a plateau

(Fig. 2a).

The dependence is described by the Langmuir–Hinshelwood model of monomolecular adsorption (Fig. 2b), im-

plying a one-step oxidation of the adsorbed substrate, with hydrogen release occurring via photoreduction of oxygen-

containing molecules proceeding in several stages [25]. Therefore, the obtained data were approximated by the Langmuir-

Hinshelwood model according to the following equation:

W0 = k
K · C0

1 +K · C0

,

where W0 is the initial rate of photocatalytic hydrogen evolution, k is the apparent rate constant of the reaction, K is the

adsorption constant of TEOA, C0 is the initial concentration of triethanolamine.

FIG. 2. Dependence of hydrogen evolution rate on TEOA concentration (a) and approximation of ex-

perimental data by the Langmuir–Hinshelwood model (b) in the presence of Pt–CN. Experimental con-

ditions: C(TEOA) =0 – 70 vol.%, mcat = 25 mg, Vsusp = 50 mL, λ = 430 nm

Table 1 shows the obtained values of approximation of experimental data using the above model. The coefficient of

determination R2 is 0.97, which shows the high accuracy of the proposed model.

TABLE 1. Values of approximation parameters of experimental data of TEOA adsorption on catalyst

Pt–CN

Parameter Values

k, µmol·min−1 1.8± 0.1

K, M−1 1.9± 0.7

R2 0.97
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3.2. Influence of pH value

According to the experimental data on determination of the optimum concentration of the sacrificial agent – tri-

ethanolamine – the best hydrogen evolution rate was achieved at a volume concentration of 30 vol.% TEOA. Therefore,

the influence of pH of the reaction suspension on the activity of the Pt–CN was further studied by adding different amounts

of sodium hydroxide to 30 vol.% TEOA. The NaOH concentration value was varied from 0 to 5 mol/L.

The dependence of hydrogen evolution rate on NaOH concentration is presented in Fig. 3. The pH value of the

reaction suspension strongly affects the hydrogen evolution. The dissociation constant pKb of TEOA is 6.2, hence, in

acidic media, the amino groups of TEOA are protonated, which can deactivate the α-CH bond [26]. When the pH

increases, two forms coexist in solution: molecular and deprotonated. The latter is more efficient as a reducing agent [27],

reacting efficiently with hydroxyl radicals.

FIG. 3. Dependence of hydrogen evolution rate on NaOH concentration at fixed TEOA concentration

in the presence of Pt–CN. Experimental conditions: C(TEOA) = 30 vol.%, C(NaOH) = 0.02 –5 M,

mcat = 25 mg, Vsusp = 50 mL, λ = 430 nm

Based on the experimental data (Fig. 3), the addition of NaOH leads to an increase in the reaction rate, which takes

place due to the formation of hydroxyl radicals [28]. The photocatalytic reaction involves the oxidation of TEOA, which

is characterized by a low oxidative potential of +0.64 V vs. SCH. Therefore, from the thermodynamic point of view, the

one-electron transfer of the lone nitrogen pair is more favorable [29]. In [30], the authors confirm that the oxidation of

TEOA proceeds not by the hydroxyl group but by the lone nitrogen pair. Next, the formation of iminium cation occurs.

The iminium cation undergoes hydrolysis to form diethanolamine and glycolaldehyde [29].

In the NaOH concentration range of 0 – 3 M, a linear increase in the reaction rate is observed, reaching a maximum

at conditions of 30 vol.% TEOA + 3M NaOH. The hydrogen evolution rate under these conditions is 7.24 mmol·g−1h−1,

with an apparent quantum efficiency of 1.9 %. However, further, there is a sharp decrease in the activity of Pt–CN.

Probably at high pH the amount of H+ cations become very small for the subsequent reduction to form hydrogen H2,

which is one of the reasons for the decrease in the reaction rate. The process of photocatalytic hydrogen evolution

becomes more difficult. Thus, the optimal conditions for hydrogen evolution are a solution of 30 vol.% TEOA and 3M

NaOH.

3.3. Photocatalytic stability

One of the important characteristics of the photocatalyst is not only the activity of the material in the target process,

but also its stability in long-term experiments and the possibility of reuse, which is attractive from the practical point

of view. Therefore, cyclic experiments were carried out to study the stability of Pt–CN. According to the results on

determining the optimal composition of the electron donor solution, the following systems were used: a) 30 vol.% TEOA;

b) 30 vol.% TEOA + 3M NaOH. The number of runs was 4, after each run the reactor was purged with argon to remove

hydrogen and oxygen.

As shown in Fig. 4(a,b), in the absence of NaOH, the activity of the Pt–CN photocatalyst does not decrease signifi-

cantly after four runs, indicating that the catalyst exhibits high stability. However, when 3M NaOH is added, the hydrogen

evolution rate decreases almost twofold after the first run. In the case of runs in 3M NaOH medium, a decrease in the

hydrogen evolution rate by almost 2.5 times is observed already after the second run. After the fourth run, the hydrogen

evolution rate was 1.39 mmol·g−1h−1. Thus, a fourfold decrease in activity was observed. Probably, carbonization of the

Pt–CN catalyst surface occurs in alkaline medium [21].

Thus, the optimum conditions for hydrogen evolution on Pt–CN is 30 vol.% TEOA, since the addition of NaOH

results in catalyst deactivation.
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FIG. 4. Dependence of hydrogen evolution rate on the reaction cycle (a) and kinetic curves of hydrogen

formation (b) for Pt–CN catalyst. Experimental conditions: C(TEOA) = 30 vol.% / C(TEOA) =
30 vol.% + C(NaOH)=3M, trun = 90 min, mcat = 25 mg, Vsusp = 50 mL, λ = 430 nm

4. Conclusion

In this work, the dependences of the rate of photocatalytic hydrogen evolution under the visible light irradiation

(wavelength 430 nm) on the concentration of TEOA and NaOH in the presence of 0.1 wt.% Pt/g-C3N4 catalyst were

obtained. The kinetic dependences of hydrogen evolution rate on TEOA concentration were approximated by Langmuir–

Hinshelwood model with high accuracy, the optimum electron donor concentration was found, which was 30 vol.%

TEOA. In alkaline medium, a linear increase in rate was observed with increasing NaOH concentration, the maximum

activity was observed at 30 vol.% TEOA + 3M NaOH and was 7.24 mmol·g−1h−1, AQE = 2.1 %. The obtained reaction

rate is currently very high for the photocatalytic hydrogen evolution process in the presence of a catalyst with such a

low platinum content of 0.1 wt.% Pt/g-C3N4. The stability of 0.1 wt.% Pt/g-C3N4 catalyst was studied in long-term

photocatalytic hydrogen evolution experiments. The catalyst is shown to be a stable material in the absence of sodium

hydroxide. On the contrary, upon addition of alkali, a decrease in activity by a factor of almost 5 is observed, which is

associated with carbonization of the 0.1 wt.% Pt/g-C3N4 surface.

References

[1] Zhu Q., Xu Z., Qiu B., Xing M., Zhang J. Emerging Cocatalysts on G-C3N4 for Photocatalytic Hydrogen Evolution. Small, 2021, 17, 2101070.

[2] Bairrao D., Soares J., Almeida J., Franco J.F., Vale Z., Jiang B., Xie H., Zhou H., Wang K., Xin K., et al. Green Hydrogen and Energy Transition:

Current State and Prospects in Portugal. Energies, 2023, 16, 551.

[3] Lee C.C., Wang F., Lou R., Wang K. How Does Green Finance Drive the Decarbonization of the Economy? Empirical Evidence from China.

Renew. Energy, 2023, 204, P. 671–684.

[4] Singla M.K., Nijhawan P., Oberoi A.S. Hydrogen Fuel and Fuel Cell Technology for Cleaner Future: A Review. Environ. Sci. Pollut. Res., 2021,

28, P. 15607–15626.

[5] Preethi V., Kanmani S. Photocatalytic Hydrogen Production. Mater. Sci. Semicond. Process., 2013, 16, P. 561–575.
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ABSTRACT Using molecular dynamics, the rearrangement of the conformational structure of polyampholytes on

the surface of a gold oblate nanospheroid in an alternating electric field was studied depending on the value of

its total charge. On the surface of the nanospheroid, at its high total charge and at small amplitude of the alter-

nating electric field strength vector, polyampholyte loops stretched over the entire surface of the nanospheroid.

With an increase in the amplitude of the electric field in the equatorial region of the nanospheroid, an annular

polyampholytic fringe was formed, ordered by the types of links depending on the distance to the polarization

axis of the nanoparticle. In the case of high simulation temperature, the shape of the annular fringe changed

twice over a period: in one case, ordering according to the types of links along the polarization axis of the

nanospheroid, and in the other case, perpendicular to it.
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1. Introduction

Gold nanoparticles that form conjugates with polymer molecules are widely used in the creation and modification

of various chemical sensors based on the effects of surface-enhanced Raman scattering, surface plasmon resonance, and

F?rster energy transfer between macrochain-bound nanoobjects [1–6]. In addition, such hybrid nanosystems are used for

drug delivery, as nanoprobes in biomedicine, and also in other elements of nanoelectronic devices [7–13]. In this case,

not only spherical gold nanoparticles can be used, but also ellipsoidal nanoparticles, for example, in the form of elongated

and oblate nanospheroids, to obtain nanosystems with adjustable plasmon characteristics [14–17].

One way to control the functional characteristics of such nanosystems is to change the conformational structure of

a polyelectrolyte macrochain adsorbed on a nanoparticle under the influence of both an external static electric field and

electromagnetic radiation [18–21]. In this case, various functional molecules can be associated with the macrochain, for

example, molecules of organic luminophores, as well as small atomic clusters.

In the case of adsorption of polyelectrolyte macromolecules on a charged metal surface, under the influence of electric

charges distributed over the metal surface, the conformational structure of the adsorbed macrochain is rearranged. In this

case, the conformational changes in the adsorbed polyelectrolyte are affected by the shape of the metal nanoobject and

the distribution of the surface density of electric charges on it [22–28]. The conformational structure of a macromolecule

adsorbed on a nanoparticle is also significantly affected by the distribution order of charged units in the macrochain. Thus,

for generally neutral polyampholyte macromolecules and uniformly charged polyelectrolytes, the character of changes in

their conformations during adsorption on the surface of metal nanoparticles charged or polarized in an external electric

field is very different [22–28].

When a metal nanoparticle is placed in an external uniform electric field, nonuniformly distributed electric charges

are induced on its surface, the surface density of which depends on the shape of the nanoparticle. In this case, the

electric field near the surface of the nanoparticle is strongly distorted. The non-uniform distribution of induced electric

charges will have a significant effect on the conformational structure of adsorbed polyelectrolytes. For generally neutral

polyampholytic polypeptides, as a rule, the extension of macrochain loops along the direction of the induced dipole

moment of the metal nanoparticle was observed [22–25].

When a metal nanoparticle is exposed to electromagnetic radiation, the distribution of induced electric charges on the

surface of the nanoparticle changes periodically. These temporary changes in the surface charge density lead to a change in

the conformational structure of the adsorbed polyelectrolyte macromolecule [29–31]. Previously, conformational changes

© Kruchinin N.Yu., 2023



720 N. Yu. Kruchinin

in an external alternating electric field of generally neutral polyampholytic polypeptides on the surface of a generally

neutral gold nanoparticle of an oblate spheroidal shape were studied [30]. With a periodic change in the polarity of a

metal oblate nanospheroid, the links of the polyampholytic macrochain shifted from the poles to the central region and

a girdle annular macromolecular fringe was formed, the density and width of which depended on the amplitude of the

external polarizing alternating electric field.

A different picture will be observed when a charged metallic oblate nanospheroid with adsorbed polyampholyte is

placed in an external alternating electric field. In this case, the electric charges distributed over the surface, due to the

presence of a charge in an oblate nanospheroid, will be added to the charges induced by an external electric field. And

this will lead to a significant change in the distribution of the surface charge density on the surface of the nanoparticle.

Therefore, the conformational structure of a generally neutral polyampholytic macrochain on the surface of a charged

oblate nanospheroid in an alternating field will depend on its charge and differ significantly from the previously considered

case of a generally neutral oblate nanospheroid [30], as well as from the case of a uniformly charged macrochain [31]. By

changing the magnitude and sign of the charge of an oblate metallic nanospheroid, as well as the magnitude of the external

alternating electric field, it is possible to control the change in the conformational structure of the adsorbed polyampholyte

macrochain.

Thus, the purpose of this work is to study the conformational changes of generally neutral polyampholytic polypep-

tides on the surface of an oblate charged metal nanospheroid upon changing its polarity at an ultrahigh frequency.

2. Molecular dynamics simulation

Molecular dynamics (MD) simulation of polyampholytic polypeptides on the surface of an oblate spheroidal gold

nanoparticle was performed using the NAMD 2.14 software package [32], the model of which was obtained by cutting

an ellipsoid of rotation from a gold crystal with major semiaxes 3 nm long and minor semiaxes 1.5 nm long. During the

simulation, its atoms remained fixed. Four generally neutral polyampholytic polypeptides have been considered:

1) P1 polypeptide consisting of 402 amino acid residues with 268 Ala (A) units with evenly distributed 67 Asp units

(D, charge −1e) and 67 Arg units (R, charge +1e) – (ADA2RA)67;

2) P2 polypeptide consisting of 400 amino acid residues with 320 Ala units with evenly distributed 40 Asp units and

40 Arg units – (A2DA4RA2)40;

3) P3 polypeptide consisting of 400 amino acid residues with 320 Ala units with evenly distributed 20 pairs of Asp

units and 20 pairs of Arg units – (A4R2A8D2A4)20;

4) P4 polypeptide consisting of 412 amino acid residues with 368 Ala units with evenly distributed 11 pairs of Asp

units and 11 pairs of Arg units – A8(A8D2A16R2A8)11A8.

For polypeptides, the CHARMM36 force field was used [33, 34]. The CHARMM all-atom force field is a widely

used and well-proven force field for molecular dynamics simulations of proteins, peptides, nucleic acids and lipids. This

is a non-reactive force field that includes the following bonded potential energy terms in the potential energy function:

valence bonds and angles, torsion angles (dihedrals), impropers, Urey–Bradley, as well as nonbonded potential energy

terms: electrostatic Coulombic potential and Lennard–Jones potential. The parameters of the potential energy function

terms were determined by fitting an extended set of experimental and ab initio results. The parametrization was based on

results for a wide variety of model compounds that represent the protein backbone and the individual side chains. Internal

parametrizations (bond length, bond angle, Urey–Bradley, dihedral, and improper dihedral terms) were chosen to repro-

duce geometries from crystal structures, infrared and Raman spectroscopic data, and ab initio calculations. Interaction

parameters (electrostatic and van der Waals terms) were chosen to fit 6–31G* ab initio interaction energies and geometries

for water molecules bonded to polar sites of the model compounds and experimental condensed-phase properties such as

heats of vaporization and molecular volumes [33, 34].

Noncovalent interactions with a gold nanospheroid were described by the Lennard–Jones potential parameterized

in [35], which is widely used in studying the adsorption of molecules on the surface of gold nanoparticles [36–41].

The van der Waals potential was cut off at a distance of 1.2 nm using a smoothing function between 1.0 and 1.2 nm.

Electrostatic interactions were calculated directly at a distance of 1.2 nm, and at a larger distance, the particle mesh

Ewald (PME) [42] was used with a grid step of 0.11 nm. The entire nanosystem was placed in a cube with 24 nm edges

filled with TIP3P water molecules [43]. Although the TIP3P water model is rigid and coarser compared to many other

water models, including the flexible model, the CHARMM force field with this type of water model is well balanced,

accurate and computationally efficient, and is therefore widely used in calculations for studying conformational changes

of macromolecular chains using the molecular dynamics [44–47].

Polypeptide conformations enveloping an oblate spheroidal nanoparticle (Fig. 1a) obtained as a result of MD simula-

tion on the surface of a neutral nanospheroid in the absence of an external electric field were used as starting points [25].

To obtain the starting conformations, MD simulation was carried out at a constant temperature at 900 K, followed by a

decrease to 300 K for a polypeptide macromolecule, which was located in the form of a nonequilibrium coil near the sur-

face of a flattened uncharged and unpolarized nanospheroid. The length of the time trajectory reached 15 ns. This made

it possible to achieve deeper conformational minima of the macrochain energy, including on a shorter trajectory section.
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To control the obtaining of equilibrium conformations, the change in the root mean square distance between polypeptide

atoms in different conformations (RMSD) was monitored [25].

The surface of a spheroidal nanoparticle was charged by assigning partial charges to atoms located on its surface

[47, 48].The distribution of surface charge density on the surface of an oblate metal spheroid charged with a total charge

Q is inhomogeneous [49]:

σQ =
Q

4πa2c
√

x2+y2

a4 +
z2

c4

, (1)

Where a is the length of the major semiaxes, and c is the length of the minor semiaxis directed along the axis z, which

coincides with the axis of rotation of the spheroid. Gold nanospheroids charged with different total positive charges were

considered: Q1 ≈ 37.5e, Q2 ≈ 75e and Q3 ≈ 150e. At such values of the total charge of an oblate nanospheroid, the

atoms that were located on the surface at its poles had partial charges equal to +0.025e, 0+0.05e, and +0.1e, respectively,

and the partial charges of atoms located at the equator were 2 times greater (1).

The partial charges on the surface of a charged oblate spheroidal nanoparticle were further summed up with partial

charges induced by an external electric field. On the surface of an oblate spheroid polarized in an external uniform electric

field directed along the axis of rotation, the surface charge density is distributed according to the formula [49]:

σp =
σmaxz

c2
√

x2+y2

a4 +
z2

c4

, (2)

where σmax =
pz
V

is the value of the surface charge density at the pole of an oblate polarized spheroid, pz is the dipole

moment of the spheroid, V is the volume of the spheroid.

In the process of modeling, the densities of induced charges periodically changed in time according to the sine law

with an oscillation period T = 2.4 ns during 4 oscillation periods. The following peak values of the induced dipole

moment of a polarized nanospheroid were considered: p1 ≈ 7.7 and p2 ≈ 15.4 kD. At such values of the dipole moment

of an oblate nanospheroid, the atoms on the surface of its positively charged pole had partial charges of +0.25e and

+0.5e. Each oscillation period was divided into 8 equal time segments of 0.3 ns each, during which the field remained

unchanged, and the value of the dipole moment of the nanospheroid on the selected segment was set by averaging it over

the entire length of the segment. The dipole moment of the nanoparticle changed in the following sequence, starting

from the starting conformation of the polypeptide: +0.69p (mean value in the range of oscillations from π/8 to 3π/8),

+0.97p, +0.69p, 0, −0.69p, −0.97p, −0.69p and 0. The MD simulation was performed at constant temperatures of 300

and 900 K (NVT, Berendsen thermostat). During periodic repolarization of a charged oblate nanospheroid, a narrow belt

of atoms appeared in its equatorial region, the charge sign of which did not change and they remained positively charged

throughout the entire period (1, 2). To compensate for the excess charge of the entire molecular system, chloride ions

were added, which were randomly distributed over the entire simulation cell.

Based on the results of MD simulation, the distributions of the linear density of polypeptide atoms along the axis of

rotation of the oblate nanospheroid, as well as the radial distributions of the density of polypeptide atoms in the equatorial

region of the nanospheroid, were calculated.

3. Results

As a result of MD simulation at a temperature of 300 K of a polyampholyte macrochain on the surface of a neutral

oblate metal nanospheroid with a periodic change in time of its polarity at the peak value of the dipole moment p1, the

amino acid residues of the polypeptide shifted from the vast subpolar regions of the nanoparticle to its narrow equatorial

region (Figs. 1b and 1c) [30]. In this case, polyampholyte units were adsorbed on the surface in the vicinity of the equator,

regardless of their type. As the peak value of the dipole moment of an oblate nanospheroid increased during modeling

with a periodic change in its polarity, the area of strongly charged subpolar regions of the generally neutral nanoparticle

increased and, accordingly, the weakly charged equatorial region narrowed (2). Therefore, the narrowing and swelling

of the polyampholytic fringe in the equatorial region of the oblate uncharged nanospheroid occurred with a significant

ejection of macrochain loops, as well as desorption of some of the links from the surface [30].

A different picture was observed when modeling polyampholytic polypeptides at a temperature of 300 K on the

surface of a charged oblate nanospheroid. With an increase in the total charge of an oblate nanospheroid, the force with

which negatively charged polyampholyte units are attracted to a positively charged surface increased. Therefore, when

modeling with the peak value of the dipole moment p1 of the nanospheroid, as its total charge increased, the displacement

of links from the subpolar regions to the equatorial region became more and more difficult, and at the maximum considered

total charge of the nanospheroid, there was almost no displacement of the macrochain to the equator (Figs. 1d,e). On the

surface of a strongly charged oblate nanospheroid, at the end of the simulation, with a periodic change in its polarity with

a peak value of the dipole moment p1, loops were formed over its entire surface from polyampholyte units (Figs. 1d,e)

due to the repulsion of like-charged units of the macrochain with respect to the total charge of the nanoparticle.

With an increase in the peak value of the dipole moment of an oblate nanospheroid to p2, the absolute value of

induced electric charges in the subpolar regions of an oblate nanospheroid increased. Therefore, the charged units of
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FIG. 1. Starting conformation of polypeptide P1 (a), as well as conformations of polypeptides P1 (b,

c), P3 (d) and P2 (e) after MD simulation at a temperature of 300 K with periodic change in polarity on

the surface of neutral (b, c) and a charged (d, e) oblate nanospheroid with a total charge Q3 at the peak

value of the dipole moment p1 (a, b – view along the rotation axis; b, c, d – side view; rotation axis of

the nanospheroid and the external electric field are directed along the y axis; blue tube – Ala units, Asp

units are shown in red, and Arg units in white)

polyampholyte were pushed out from the similarly charged subpolar regions and gradually, upon repolarization of the

oblate nanospheroid, shifted to its equatorial region (Fig. 2), remaining there. This was due to the strong attraction of

negatively charged macrochain units to the surface near the equator, in contrast to the case of a neutral oblate spheroidal

nanoparticle, where desorption of a large number of macromolecule units was observed [30]. Thus, on the surface of

a charged oblate nanospheroid, the ordering of the polyampholytic fringe encircling its edge occurred due to the repul-

sion of positively charged Arg units from the surface. In this case, the loops of the polyampholyte macrochain were

stretched mainly perpendicular to the polarization axis (Fig. 2). It is obvious that when the sign of the total charge of the

nanospheroid changes, the order of distribution of concentric layers of charged units of the macrochain in the surrounding

annular polyampholytic fringe will change. In this case, on the surface in the equatorial region of the oblate negatively

charged nanospheroid there will be a layer of Arg units, and on the periphery, a layer of Asp amino acid residues of the

polyampholyte polypeptide.

Figure 3 shows the radial distributions of the atomic density of polyampholytic polypeptides P3 and P1 in the equa-

torial region of an oblate gold nanospheroid 1 nm wide in the starting conformation (Fig. 3a), as well as at the end of the

simulation at a temperature of 300 K with a periodic change in polarity (Fig. 3b,c) of a nanospheroid charged with charge

Q3 at the peak dipole moment p2. It can be seen that, in the starting conformation (Fig. 3a), regardless of their type,

polyampholyte units are concentrated near the surface of the oblate nanospheroid. In cases where a girdle polyampholyte

fringe ordered by unit types was formed in the equatorial region of an oblate spheroidal nanoparticle (at full charge Q3

and at the peak dipole moment p2 of an oblate nanospheroid (Fig. 2)), characteristic radial distributions of the density of

polyampholyte atoms were formed (Fig. 3b,c). In this case, the profile of the radial distribution of the density of atoms
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FIG. 2. Conformations of polypeptides P1 (a, b) and P4 (c, d) after MD simulation at a temperature of

300 K with a periodic change in polarity on the surface of an oblate nanospheroid charged with charge

Q3 at the peak value of the dipole moment p2 (a, c – view along the polarization axis; c, d – side view;

rotation axis of the nanospheroid and the external electric field are directed along the y axis, blue tube

– Ala units, Asp units are shown in red, and Arg units in white)

over Asp units, which are charged opposite to the narrow charged equatorial belt of atoms on the surface of the nanopar-

ticle, which do not change the sign of the charge during repolarization, was located closest to the axis of rotation of the

nanospheroid. As one moves away from the axis of rotation of the nanospheroid, there is a layer of neutral Ala units,

which connect the Arg units repelled from the surface located on the periphery. At the same time, the greater the length

of the polypeptide fragment of Ala units, which binds oppositely charged units, the more Arg units moved away from the

edge of the oblate nanospheroid in the equatorial region and, thus, the diameter of the formed girdle edge in the transverse

direction to the polarization axis increased.

Figure 4 shows the distributions of the linear density of atoms of polyampholytic polypeptides along the axis of

rotation of an oblate gold nanospheroid. It can be seen that in the starting conformations (Figs. 4a,b, curves 1) at a distance

slightly less than 2 nm on both sides of the beginning of the z axis, which coincides with the center of the nanospheroid,

two characteristic peaks of the linear density of macrochain atoms are observed, corresponding to the adsorption of

macrochain units on vast polar regions of the nanospheroid. In the case of modeling at the peak dipole moment p1 and

total charge Q3 of an oblate nanospheroid, when macrochain loops were ejected over the entire surface of the nanoparticle

(Figs. 1c,d), the profile of the linear distribution of the density of polypeptide atoms significantly broadened (Figs. 4a,b,

curves 2), and the peaks of these distributions on both sides of the origin of the z axis were significantly reduced. And at

the end of the simulation, at the full charge Q3 and the peak dipole moment p2 of the nanospheroid (Figs. 4a,b, curves 3),

a single peak was formed on the curves of the linear distribution of the density of polyampholyte atoms at the beginning

of the z axis, which corresponds to the shift of the macrochain links to the equatorial region (Fig. 2).

Figure 5 shows the distributions of the linear density of atoms of the polypeptide P3 along the axis of rotation of the

oblate nanospheroid at full charge Q3 and the peak value of the dipole moment p2 at the last simulation period for all

atoms of the polypeptide (Fig. 5a), as well as for the amino acid residues Arg (Fig. 5b) and Asp (Fig. 5c). It can be seen

that at the end of the simulation segments at a temperature of 300 K (Fig. 5, curves 1 and 2), when the dipole moment with

the maximum value of the nanospheroid is directed in different directions along the rotation axis, the distribution of the

linear density of polypeptide atoms (Fig. 5a, curves 1 and 2) are different from each other. This is due to the displacement



724 N. Yu. Kruchinin

FIG. 3. Radial density distributions of atoms of polypeptides P3 (a, b) and P1 (c, d) in the equatorial

region of an oblate gold nanospheroid in the starting conformation (a), as well as at the end of MD

simulation at temperatures of 300 K (b, c) and 900 K (d) with a periodic change in the polarity of

the nanospheroid charged with charge Q3 and at the peak dipole moment p2 (1 – for all atoms of the

polypeptide, and 2, 3, and 4 – for amino acid residues Ala, Arg, and Asp)

FIG. 4. Linear density distributions of atoms of polypeptides P2 (a) and P3 (b) along the axis of rotation

of an oblate gold nanospheroid in the starting conformation (1), as well as at the end of MD simulation

at temperatures of 300 K (2, 3) and 900 K (4) s a periodic change in its polarity with a total charge Q3

at the peak dipole moment p1 (2) and p2 (3, 4)

of the charged Arg units (Fig. 5b, curves 1 and 2) from the equatorial region, in contrast to the Asp units, which mostly

remained concentrated near the equator (Fig. 5c, curves 1 and 2).

In the MD simulation of polyampholyte polypeptides at a temperature of 900 K on the surface of an oblate gold

nanospheroid with a periodic change in its polarity over time, potential barriers that prevent conformational changes

in the macrochain were easily overcome, and the conformational structure of the polyampholyte periodically changed

following a change in the external electric field. At the end of the simulation segments, when the dipole moment of

the nanospheroid was equal to zero, the polyampholyte was concentrated in the narrow equatorial region of the oblate

spheroidal nanoparticle (Fig. 6a), as in the simulation with a temperature of 300 K. At the same time, at the maximum

considered charge Q3 of the oblate nanospheroid, as in the simulation with low temperature, the conformational structure

of polyampholyte ordered by unit types was formed in the equatorial region (Fig. 6a). For all the considered polypeptides,

at the end of the simulation segments, when the dipole moment of the nanospheroid was equal to zero, radial distributions
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FIG. 5. Linear density distributions of P3 polypeptide atoms along the axis of rotation of an oblate

nanospheroid at Q3 in the last simulation period at temperatures of 300 K (1, 2) and 900 K (3, 4) at the

end of time intervals with a peak dipole moment of +0.97p2 (1, 3) and −0.97p2 (2, 4) for all atoms of

the polypeptide (a), as well as for the amino acid residues Arg (b) and Asp (c)

FIG. 6. Conformation of the P3 polypeptide (a) on the surface of an oblate gold nanospheroid at its full

charge Q3 and at the peak dipole moment p2 at the end of MD simulation with a periodic change in its

polarity at a temperature of 900 K (a), as well as the conformations of the P3 polypeptides (b) and P1 (c,

d) at the moment of time in the last oscillation period, when the dipole moment has a maximum value

(a, d – view along the rotation axis; b, c – side view; rotation axis of the nanospheroid and the external

electric field are directed along the y axis; blue tube – Ala units, Asp units are shown in red, and Arg

units in white)



726 N. Yu. Kruchinin

of macrochain atomic density similar to those in the case of low temperature were obtained, with differentiation by unit

types (Fig. 3d). And on the distributions of the linear density of polypeptide atoms along the axis of rotation of an

oblate gold nanospheroid (Fig. 4, curves 4), a peak is observed near the origin of the coordinates of the z axis, which is

much higher than in the simulation with a temperature of 300 K. This is due to the fact that at a higher temperature, the

macrochain links are more mobile and they are more easily displaced to the equator and concentrated there.

However, at the end of the MD simulation segments at a temperature of 900 K, when the dipole moment of the oblate

charged gold nanospheroid was maximal, in contrast to the case of simulation with a low temperature, the charged units of

both Arg and Asp were displaced from the equatorial plane to the edge of oppositely charged polar regions (Fig. 6b,c,d).

Moreover, upon repolarization of the nanospheroid, the arrangement of the Arg and Asp units of the polypeptide changed

in a mirror manner, and the polar regions of the polarized oblate nanospheroid, as a rule, remained free of adsorbed units

of the macrochain (Fig. 6d). As can be seen (Figs. 6b,c,d), at the moments of time when the dipole moment of an oblate

nanospheroid is maximum, the conformational structure of the polyampholyte has a clear separation according to the

types of units along the rotation axis, encircling the nanoparticle. This is reflected in the distribution curves of the linear

density of polypeptide atoms along the axis of rotation of the oblate nanospheroid (Fig. 5, curves 3 and 4). It can be seen

that the profiles of linear density distributions over all atoms of the polypeptide (Fig. 5a, curves 3 and 4) at a temperature

of 900 K are significantly shifted along the rotation axis for different directions of the dipole moment of the nanoparticle,

in contrast to the simulation at a temperature of 300 K (Fig. 5a, curves 1 and 2). The shift of the atomic density profiles

along the Arg units at a temperature of 900 K (Fig. 5b, curves 3 and 4) is clearer, and the peaks of these curves are much

higher than at low temperature (Fig. 5b, curves 1 and 2). At a low simulation temperature, during polarization reversal of

a charged oblate nanospheroid, the profiles of oppositely charged Asp units almost did not shift (Fig. 5c, curves 1 and 2),

and at a high temperature, their significant shift relative to the equatorial plane is observed (Fig. 5c, curves 3 and 4).

4. Conclusion

On the surface of a charged oblate gold nanospheroid, when modeling at low temperature with a periodic change

in time of its polarity along the axis of rotation at low values of its total charge, as well as at a small amplitude of the

polarizing electric field near its equator, a polyampholytic ring-shaped fringe, similar to the case of a generally neutral

oblate nanospheroid [30]. As the total charge of the oblate nanospheroid increased and at small amplitude of the polarizing

electric field, the macrochain loops stretched over the entire surface of the nanospheroid. At high values of the total charge

of an oblate nanospheroid and large amplitude of the polarizing electric field in the equatorial region of the nanospheroid,

the annular fringe located perpendicular to the axis of rotation of the nanospheroid was ordered according to the types of

polyampholyte units. At the equator, on the surface, there were links of the macrochain, which were charged opposite

to the total charge of the nanospheroid. When moving away from the axis of rotation, there was a ring-shaped layer of

neutral amino acid residues of the polypeptide. Its thickness in the transverse direction with respect to the polarization

axis of the nanospheroid was the greater, the greater was the distance between oppositely charged amino acid residues in

the polypeptide. The diameter of the formed girdle ring-shaped macromolecular fringe depended on this distance. On the

periphery of the ring-shaped fringe, there was a concentric layer of polyampholyte units, similarly charged with respect

to the total charge of the nanospheroid.

When modeling polyampholytic polypeptides on the surface of a charged oblate metal nanospheroid with a periodic

change in time of its polarity with high temperature at times when its dipole moment was minimal, the formation of a

conformational structure of the adsorbed macrochain was observed, similar to the case of modeling at low temperature.

In particular, at the maximum considered total charge of the nanospheroid and the maximum considered amplitude of

the polarizing field strength vector at the given time instants, an annular edge ordered by the types of links was formed

around the equator of the nanoparticle, depending on the distance to the polarization axis. At other times, when the dipole

moment of the nanospheroid was maximal, the annular fringe located near the equator changed its shape and became

already ordered along the polarization axis. At the same time, during polarization reversal, the arrangement of oppositely

charged links of the macrochain changed in a mirror manner with respect to the equatorial plane. That is, the annular

polyampholyte edge changes its shape twice during the period: in one case, ordering according to the types of links along

the polarization axis, and in the other case, ordering perpendicular to it.

Thus, in the considered nanosystem, the rearrangement of the macromolecular fringe by the action of an external

alternating electric field is possible, depending on the charge of the oblate metal nanospheroid. An annular encircling

macromolecular shell with a controlled atomic density is formed on the surface of the nanoparticle. The dielectric proper-

ties of such a shell significantly change the characteristics of the polarizability of such a “core-layer” hybrid nanosystem,

and the possibility of field modulation of the layer geometry makes it possible to consider it as a control factor for the

plasmonic properties of the nanosystem. The macrochain may contain photoactive centers that act as a sensor with light

indication. In this case, due to the proximity of the glow center to the surface of the plasmonic nanoparticle, its radiation

and kinetic characteristics will have a strong dependence on the distance to the surface, which can be changed under

the influence of the electric field of the nanoparticle. Therefore, such a rearrangement of the conformational structure

of adsorbed polyampholytes by the action of an external alternating electric, taking into account the charge of an oblate
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nanospheroid, can be used to create new and modify existing sensors and nanoprobes based on the effects of surface-

enhanced Raman scattering or Förster energy transfer between nanoobjects connected by a macrochain, as well as to

create sensitive elements of measuring nanoelectronics and nanomaterials.
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