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ABSTRACT In this paper, we identify non-translation-invariant constructive Gibbs measures for the Ising model

on a third-order Cayley tree, which differ from known ones. We provide the conditions for the existence of

at least two distinct Gibbs measures, which implies that a phase transition occurs. The free energies and

entropies corresponding to the identified measures are calculated. These free energies and entropies are then

compared with the known ones and shown to differ from them.
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1. Introduction

One of the main problems for the Ising model is to describe all limiting Gibbs measures corresponding to the model.

It is well known that for the Ising model such measures form a nonempty, convex, and compact subset in the set of all

probability measures. The problem of completely describing the element of this set is far from being completely solved.

Some translation-invariant (see, e.g., [1–3]), periodic [4, 5], and continuum sets of non-periodic Gibbs measures for the

Ising model on a Cayley tree have already been described (see, e.g., [2, 3, 6, 7]).

In [8, 9], the notion of weakly periodic Gibbs measure is introduced. This notion generalizes the notion of periodic

Gibbs measures and such a measure is non-periodic. In [10], the author constructs new sets of non-periodic Gibbs

measures for the Ising model on the Cayley tree of order k, which called (k0)-translation-invariant, (k0)-periodic and

(k0)-non-translation-invariant, respectively. In [11], authors investigate p-adic Gibbs measures for the q-state Potts model

with an external field and establish the conditions for the existence of a phase transition. In p-adic case, such kind of

constructed measures for the Ising model were studied in [12–14]. In [15], the authors construct a very wide class of Gibbs

measures. The existence of the Gibbs measures for a given model defines the occurence of a phase transition [16, 17].

Entropy and free energy are fundamental concepts in thermodynamics that provide a powerful framework for under-

standing the behavior of systems. By considering both the energy content and the disorder of a system, these concepts

allow us to predict the direction and extent of spontaneous processes, making them invaluable tools in various fields of

science and engineering [18].

The progress in nanoscience and nanotechnology has spurred considerable research into adapting the principle of

thermodynamics and statistical mechanics for small systems with a limited number of particles, moving beyond traditional

large- scale applications [5].

Nanoscale systems are characterized by their dynamic structures, unlike the static equilibrium of macroscopic phases.

Phase coexistence in these small systems shifts from sharp points to ranges of temperature and pressure. This behavior

invalidates the Gibbs phase rule and allows for the formation of metastable phases that are unique to the nanoscale

[19, 36–39].

Working with nanoscale materials presents difficulties in accurately describing how their properties and phase

changes behave. To overcome these hurdles, we need to formulate new thermodynamic and statistical models specif-

ically designed for small-scale systems. This is particularly crucial for understanding molecular self-assembly, a core

© Rahmatullaev M.M., Burxonova Z.A., 2025
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process in bottom-up nanotechnology, which is fundamentally governed by phase transition phenomena as emphasized

by Feynman [20].

In [21], the authors present, for the Ising model on the Cayley tree, some explicit formulae of the free energies (and

entropies) according to boundary conditions. They include translation-invariant, periodic as well as those corresponding

to (recently discovered) weakly periodic Gibbs states. It is proved that the free energies for the translation-invariant and

periodic boundary conditions are equal.

In [22], the authors consider the calculation of the entropy of an Ising ferromagnet with nonmagnetic impurities

distributed at random over the lattice sites or bonds. In [23], the authors found the exact free energy of such a chain

as a function of the impurity concentration, temperature, and the external magnetic field. In [24], the authors studied

Ising-Vannimenus model on a Cayley tree for order two with competing nearest-neighbor and prolonged next-nearest-

neighbor interactions. Moreover, the free energies and entropies, associated with translation invariant Gibbs measures,

are calculated.

In [25], the author considers the Ising-Vannimenus model on a Cayley tree of order three. In [26], the authors gen-

eralized the Ising-Vannimenus model’s Gibbs measures on a Cayley tree of any order using the Kolmogorov consistency

condition and classified the fixed points. They obtained a new formula to calculate the free energy of the model on

the Cayley tree of any order under given boundary conditions. In [27], the author studied thermodynamic properties of

mixed-spin (2, 1/2) Ising and Blum-Capel models on the Cayley tree.

In [28], the author constructs the partition function and then calculate the free energy of the Ising model having the

prolonged next nearest and nearest neighbor interactions and external field on a two-order Cayley tree using the self-

similarity of the semi-infinite Cayley tree. In [29], the author calculated the free energy and entropy for (1,1/2)-MSIM.

In [30], the author identified regions where the disordered phases are extreme by means of the tree-indexed Markov chain

and satisfied the Kesten-Stigum condition for non-extremality of the disordered phase according to the fixed point.

Recently, in [31], we constructed new Gibbs measures for the Ising model on the Cayley tree of order two and

calculated free energies of these measures. We noticed that these free energies are equal to the free energies of the

translation-invariant boundary conditions.

In this paper, we construct Gibbs measures for the Ising model on a third-order Cayley tree, which differ from those

mentioned above, and calculate the free energies and entropies. Also, we prove that the free energies and entropies

corresponding to the obtained measures (which are constructed on the Cayley tree of order three) differ from the free

energies of the translation-invariant boundary conditions.

This paper is organized as follows. In Section 2, we present necessary main definitions and formulas. In the next two

sections, we construct new Gibbs measures. In Section 5, we calculate the free energy corresponding to these measures.

In Section 6, we calculate the entropy corresponding to the measures.

2. Preliminaries

Let Γk = (V, L), k ≥ 1 be the Cayley tree of order k, where V and L are the set of vertices and the set of all edges

of the tree Γk, respectively. Γk can be represented as a group Gk, which is the free product of k + 1 cyclic groups of the

second order (see, e.g. [2, 7]).

Two vertices x and y are called nearest neighbors if there exists an edge l ∈ L connecting them l = 〈x, y〉. A

collection of nearest neighbor pairs 〈x, x1〉, 〈x1, x2〉, ..., 〈xm, y〉 is called the path from x to y. By the path, one can

define distance d on the tree. The distance between vertices x and y is the number of edges of the shortest path from x to

y. Let us fix a vertex x0 ∈ V and call it as a root of the tree. Then for any natural number n, we introduce the following

set:

Wn = {x ∈ V | d(x, x0) = n}, Vn =

n
⋃

m=0

Wm, Ln = {〈x, y〉 ∈ L : x, y ∈ Vn},

The sets Wn and Vn are called a sphere and a ball with radius n, respectively.

For a given x ∈ Wn, we in troduce

S(x) = {y ∈ Wn+1 : d(x, y) = 1}, x ∈ Wn,

which is called a set of direct successors of x.

For A ⊆ V , a spin configuration on A is defined as a function

x ∈ A → σA(x) ∈ Φ = {−1, 1}.
The set of all configurations coincides with ΩA = ΦA. We denote Ω = ΩV and σ = σV .

We consider the Hamiltonian of the Ising model

H(σ) = −J
∑

〈x,y〉∈L

σ(x)σ(y), (1)

where J ∈ R, σ(x) ∈ Φ and 〈x, y〉 are the nearest neighbors.
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For every n, we then define a measure µn on ΩVn
by

µn(σn) = Z−1
n exp{−βH(σn) +

∑

x∈Wn

hxσ(x)}, (2)

where β =
1

T
(T is a temperature, T > 0), σn = {σ(x), x ∈ Vn} ∈ ΩVn

, Z−1
n is the normalizing factor, and

H(σn) = −J
∑

〈x,y〉∈Ln

σ(x)σ(y).

The compatibility condition for the measures µn, n > 1 is
∑

σ(n)

µn(σn−1, σ
(n)) = µn−1(σn−1), (3)

where σ(n) = {σ(x), x ∈ Wn}.

Let µn, n ≥ 1 be a sequence of measures on the sets ΩVn
that satisfy compatibility condition (3). By the Kolmogorov

theorem, we then have a unique limit measure µ on Ω such that

µ({σ |Vn
= σn}) = µn(σn),

for every n = 1, 2, ... and σn ∈ ΦVn . Such a measure is called a splitting Gibbs measure corresponding to the Hamiltonian

(1) and function hx, x ∈ V .

Theorem 2.1 [1–3] The measures µn(σn), n = 1, 2, ..., in (2) are compatible iff for any x ∈ V , the following

equation holds:

hx =
∑

y∈S(x)

f(hy, θ), (4)

where f(x, θ) = arctanh(θ tanhx), θ = tanh(Jβ).
Definition 2.1 Let K be a subgroup of Gk, k ≥ 1. We say that a function h = {hx ∈ R : x ∈ Gk} is K- periodic if

hyx = hx for all x ∈ Gk and y ∈ K. A Gk-periodic function h is called the translation-invariant one.

Definition 2.2 A Gibbs measure is called K-periodic if it corresponds to K- periodic function h.

Definition 2.3 A set of quantities h = {hx, x ∈ Gk} is called K- weakly periodic, if hx = hij , for any x ∈ Hi,

x↓ ∈ Hj , where x↓-ancestor of x.

Theorem 2.1 establishes a one-to-one correspondence: a boundary condition solving the functional equation (4)

uniquely determines a Gibbs measure and conversely. This means that finding all Gibbs measures is equivalent to finding

all solutions to equation (4).

We aim to investigate the relationship between the boundary condition and the resulting free energy, specifically when

the free energy exists:

F (β, h) = − lim
n→∞

1

β | Vn | lnZn(β, h). (5)

The authors of [15] define a large variety of Gibbs measures. Studying the Gibbs measures on a k-order Cayley tree

is equivalent to solving a system of equations










h = (a1 − a2)f(h, θ) + (a3 − a4)f(l, θ),

l = (b1 − b2)f(h, θ) + (b3 − b4)f(l, θ),

(6)

where ai, bi, i = 1, 2, 3, 4 are non-negative integers and

a1 + a2 + a3 + a4 = k, b1 + b2 + b3 + b4 = k. (7)

Theorem 2.2 [15] Independently of the parameters, there is one Gibbs measure which corresponding to the solution (0, 0)
of the system of equations (6), and if

| ((a3 − a4)(b1 − b2)− (a1 − a2)(b3 − b4))θ
2 + (a1 − a2 + b3 − b4)θ |> 1

then there are at least three distinct Gibbs measures corresponding to the solutions (0, 0), (±h∗,±l∗), of system of

equations (6), where h∗ > 0, l∗ > 0.

If an arbitrary edge 〈x, y〉 = l ∈ L is deleted from the Cayley tree Γk, it splits into two components, i.e., two identical

semi-infinite trees Γk
0 and Γk

1 (see Fig. 1). In this paper, we consider semi-infinite Cayley tree Γk
0 = (V 0, L0). The vertex

x0 is considered as a root of tree, the root has k nearest neighbors and all other vertices of Γk
0 has k+1 nearest neighbors.

This work identifies new families of Gibbs measures that differ from those described in the previous studies [5,31–34],

as well as those presented in Theorem 2.2.
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FIG. 1. The Cayley tree of order k = 3, separated to two semi-infinite sub-trees Γk
0 and Γk

1

3. Constructive Gibbs measures with rule A

This section will detail the construction of Gibbs measures for the Ising model on a Cayley tree of order three. The

following definition specifies the set of quantities h = {hx, x ∈ V }:

(A) If hx = h2, then we put h1 on all direct successors of x.

If hx = h1, then we put h2 and 0 on an arbitrary vertex and the other two vertices of direct successors of x,

respectively.

If hx = 0, then we put 0 on all direct successors of x (see Fig. 2).

FIG. 2. Set of quantities h = {hx, x ∈ V } corresponding to the rule (A)

The set of the boundary condition {0, h1, h2} defined by the rule (A) must satisfy the boundary condition (4):











h1 = f(h2, θ),

h2 = 3f(h1, θ).

(8)

It is clear that h1 = h2 = 0 is a solution of (8).

Using the formula f(x, θ) = arctanh(θ tanhx)=
1

2
ln

(1 + θ)e2h + (1− θ)

(1− θ)e2h + (1 + θ)
, and introducing the notations α =

1− θ

1 + θ
, zi = e2hi , i = 1, 2, we have α ∈ (0, 1) ∪ (1, +∞). By the last notations, (8) yields the following system of
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equations:














z1 =
z2 + α

αz2 + 1
,

z2 =

(

z1 + α

αz1 + 1

)3

.

(9)

The following lemma defines the number of positive solutions of (9).

Lemma 3.1 Let N be a number of the positive solutions (9). Then the following assertions hold:

N =







3, if α ∈ (0 ; 2−
√
3) ∪ (2 +

√
3 ;∞),

1, if α ∈ ∪ (2−
√
3 ; 1) ∪ (1 ; 2 +

√
3).

(10)

Proof: See Appendix 1.

Using Lemma 3.1, we obtain the following theorem:

Theorem 3.1 For the Gibbs measures for the Ising model corresponding to h = {hx, x ∈ V } which defined by rule

(A) on the Cayley tree of order three the following statements hold:

(1) if α ∈ (0; 2−
√
3)∪(2+

√
3;∞), then there are three Gibbs measures, moreover, two of them are non-translation-

invariant Gibbs measures;

(2) if α ∈ (2−
√
3; 1) ∪ (1; 2 +

√
3), then there exists a unique translation-invariant Gibbs measure.

Remark 3.1 The translation-invariant measure corresponding to (z1, z2) = (1, 1) found in Theorem 3.1 was studied

[1, 8, 19].

4. Constructive Gibbs measures with rule B

The values for the set h = {hx, x ∈ V } are assigned according to the following rules.

(B) If hx = h2, then we put h1 on all direct successors of x.

If hx = h1, then we put 0 and h2 on an arbitrary vertex and the other two vertices of direct successors of x,

respectively.

If hx = 0, then we put 0 on all direct successors of x (see Fig. 3).

The set of quantities {0, h1, h2} as determined by the constructive rule (B) is constrained by the boundary condition

specified in equation (4):

FIG. 3. Set of quantities h = {hx, x ∈ V }, which corresponding to the rule (B)











h1 = 2f(h2, θ),

h2 = 3f(h1, θ).

(11)

From (11), we write the following:


















z1 =

(

z2 + α

αz2 + 1

)2

,

z2 =

(

z1 + α

αz1 + 1

)3

.

(12)
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According to the calculation in based on graphical analysis and the Descartes’ theorem we have the following result:

Lemma 4.1 Let K be a number of the positive solutions of (12). Then the following assertions hold:

K =







3, if α ∈ (0; αc1 ] ∪ [αc2 ; ∞) ,

1, if α ∈ (αc1 ; αc2).
(13)

where αc1 ≈ 0.44, αc2 ≈ 2.3.

Proof: See Appendix 2.

Using Lemma 4.1 we obtain the following theorem:

Theorem 4.1 Let k = 3. For the Ising model constructed with rule (B) on the Cayley tree, the following holds true:

(1) if α ∈ (0; αc1 ] ∪ [αc2 ; ∞), then there are three Gibbs measures, moreover, two of them are non-translation-

invariant Gibbs measures;

(2) if α ∈ (αc1 ; αc2), then there exists unique translation-invariant Gibbs measure.

Remark 4.1 The translation-invariant measure corresponding to (z1, z2) = (1, 1) found in Theorem 4.1 was studied

[1, 8, 19].

Remark 4.2 The measures found by rules (A) and (B) are neither periodic nor weakly periodic, they are new Gibbs

measures (see in [5, 31–35]).

5. Free energy for the Gibbs measures constructed by rules (A) and (B)

In the section, we calculate the free energy for the measures found in the previous sections. Free energy plays an

important role in the fields of chemistry and physics, being used to determine the occurrence of processes and reactions,

energy transfer between systems, and their energetic stability.

The following theorem gives a formula of the free energy.

Theorem 5.1 [21] For boundary conditions satisfying (4), the free energy is given by the formula

F (β, h) = − lim
n→∞

1

| Vn |
∑

x∈Vn

a(x), (14)

where

a(x) =
1

2β
ln [4 cosh(hx − βJ) · cosh(hx + βJ)] .

Theorem 5.2 The free energy of the Gibbs measures which are defined by rule (A) for the Ising model on the Cayley

tree of order three is defined the following formula:

FA(β, hA) = − 3

4β
ln(2 cosh(βJ)), (15)

where hA are constructed according to the rule (A).

Proof Let A ⊂ V . Denote by | A(hAi
) | the number of hAi

in the set A, where i = 0, 1, 2 and hAi
is defined by rule

(A). Firstly, we calculate | WAn
(hA0) |, | WAn

(hA1) |, | WAn
(hA2) | (see Fig. 1). WAn

are constructed according to the

rule (A). After some calculations, we have

| WAn
(hA0

) | =







3n − 3
n

2 , if n is even,

3n − 3
n+1
2 , if n is odd,

| WAn
(hA1

) | =







0 , if n is even,

3
n+1
2 , if n is odd,

| WAn
(hA2

) | =







3
n

2 , if n is even,

0, if n is odd,

It is clear that

| VAn
(hAi

) |=
n
∑

k=0

| WAk
(hAi

) |, i = 1, 2. (16)
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Using (16) we find the following:

| VAn
(hA0

) | =







An, n is even,

Bn, n is odd,

| VAn
(hA1

) | =







Cn, if n is even,

Dn, if n is odd,

| VAn
(hA2

) | =







En, if n is even,

Fn, if n is odd,

where

An =
9

n+2
2 − 1

8
− 3

n+2
2 − 1

2
,

Bn =
3 · (9n+1

2 − 1)

8
− 3

n+1
2 − 1

2
,

Cn =
3

2
(3

n

2 − 1) + 1, Dn = 0, En = 0,

Fn =
1

2
· (3n+1

2 − 1).

According to (14), we have

FA(β, hA) =

= − 1

2β
lim

n→∞

2

3n+1 − 1







An ln[4 cosh(−βJ) · cosh(βJ)], if n is even

Bn ln[4 cosh(−βJ) · cosh(βJ)], if n is odd

− 1

2β
lim
n→∞

2

3n+1 − 1







Cn ln[4 cosh(hA1
− βJ) · cosh(hA1

+ βJ)], if n is even

Dn ln[4 cosh(hA1 − βJ) · cosh(hA1 + βJ)], if n is odd

− 1

2β
lim
n→∞

2

3n+1 − 1







En ln[4 cosh(hA2
− βJ) · cosh(hA2

+ βJ)], if n is even

Fn ln[4 cosh(hA2 − βJ) · cosh(hA2 + βJ)], if n is odd

= − 1

2β
· 3
4
ln[4 cosh(−βJ) · cosh(βJ)] = − 3

4β
ln[2 cosh(βJ)].

Similarly, we can prove the following theorem for the Gibbs measures which are defined by rule (B).

Theorem 5.3 The free energy of the Gibbs measures for the Ising model, defined by rule (B) on the Cayley tree of

order three, equals

FB(β, hB) = − 3

4β
ln(2 cosh(βJ)), (17)

where hB is constructed according to the rule (B).

Remark 5.1 a) Due to Theorems 5.2 and 5.3, we have

FA(β, hA) = FB(β, hB).

Moreover, we also show that

FA(β, hA) = FB(β, hB) 6= FTI(β, 0),

where FTI(β, 0) = − 1

β
ln(2 cosh(βJ)) is the free energy of the translation-invariant (TI) boundary condition [21].

b) In [21] it is shown that

FWP (β, h) < FTI(β, 0).

In the present paper, we show that

FTI(β, 0) < FA(β, hA) = FB(β, hB).

It implies that the free energy corresponding to the rule (A) differs from the free energy corresponding to the weakly

periodic b.c., more precisely,

FWP (β, h) < FTI(β, 0) < FA(β, hA) = FB(β, hB).

Corollary 5.1 The free energy of the Gibbs measures which are defined by rules (A) and (B) for the Ising model on

the Cayley tree of order three is defined as follows::
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FA(β, hA) = FB(β, hB) =
3

4
FTI(β, 0).

FIG. 4. Free energy FTI(β, 0) (dotted line) and free energy built according to rules (A) and (B) i.e

FA(β, hA) = FB(β, hB)(solid line). Here J = 1 and k = 3

6. Entropy for the Gibbs measures constructed by rules (A) and (B)

In this section, we calculate the entropy for rules (A) and (B). The concept of entropy is crucial to understanding

processes in both physics and chemistry. In physics, it expresses the energetic state and disorder of systems, while in

chemistry, it is used to determine whether reactions are spontaneous or non-spontaneous. The increase in entropy is the

main trend observed in natural processes, indicating changes in energy and the efficiency of movements between systems.

The entropy is found by the following expression (see in [21]):

S(β, h) = −dF (β, h)

dT
. (18)

Theorem 6.1 The entropy of the Gibbs measures which are given by rule (A) for the Ising model on the Cayley tree

of order three is defined the following formula:

SA(β, hA) =
3

4
· (ln(2 cosh(Jβ))− Jβ tanh(Jβ)) . (19)

Proof We calculate the entropy for the Gibbs measures constructed according to rule (A)

SA(β, hA) = −dF (β, hA)

dT
= −d(− 3

4 ln 2 coshβJ)

dT
=

=
3

4
ln(e

J

T + e−
J

T )− 3

4
· J
T

· e
J

T − e−
J

T

e
J

T + e−
J

T

=

=
3

4
· (ln(2 cosh(Jβ))− Jβ tanh(Jβ)) .

(20)

Remark 6.1 In [21], the entropy of the (TI) boundary comdishihe the following formula for h = 0

STI(β, 0) = ln(2 cosh(Jβ))− Jβ tanh(Jβ). (21)

We have the following expression according to Theorem 6.1

SA(β, hA) =
3

4
· (ln(2 cosh(Jβ))− Jβ tanh(Jβ)) ,

i.e. the entropy of Gibbs measures constructed according to rule (A) differs from STI(β, 0).
The entropy calculation for Gibbs measures associated with rule (B) follows the same procedure as for rule (A).
Theorem 6.2 The entropy of the Gibbs measures for the Ising model defined by rule (B) on the Cayley tree of order

three, equals

SB(β, hB) =
3

4
· (ln(2 cosh(Jβ))− Jβ tanh(Jβ)) . (22)

Remark 6.2 In [21] and according to Theorem 6.2, we get the following

SB(β, hB) =
3

4
· (ln(2 cosh(Jβ))− Jβ tanh(Jβ)) ,
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i.e. the entropy of the calculated according to the (B) is different from the Gibbs measures STI(β, 0).
Corollary 6.1 The following relation is valid between the entropy of the Gibbs measures constructed according to

(A) and (B) and the entropy STI(β, 0) of the Gibbs measures:

SA(β, hA) = SB(β, hB) =
3

4
STI(β, 0).

FIG. 5. Entropy STI(β, 0) (dotted line) and entropy built according to rules (A) and (B), i.e SA(β, hA)
= SB(β, hB)(solid line). Here J = 1 and k = 3

Appendix 1

Let us now explain how to calculate the proof of Lemma 3.1.

Proof Solving system (9) reduces to analyzing the following equation

z1 =

(

z1+α
α·z1+1

)3

+ α

α ·
(

z1+α
α·z1+1

)3

+ 1
. (23)

Simplifying (23), we have

(z1 − 1) · (z1 + 1) · ((α3 + α) · z12 + (−α4 + 6 · α2 − 1) · z1 + α3 + α) = 0. (24)

It follows z
(0)
1 = 1 or

(α3 + α) · z12 + (−α4 + 6 · α2 − 1) · z1 + α3 + α = 0. (25)

According to (9), every positive value of z1 corresponds to a positive value of z2. Therefore, we only need to focus on the

positive solutions of equation (25). Equation (25) can be rearranged as follows:

α · (α2 + 1)z21 − (α4 − 6 · α2 + 1)z1 + α · (α2 + 1) = 0. (26)

Denote by D the discriminant of the equation (26), i.e.

D = (α4 − 6 · α2 + 1)2 − 4 · (α3 + α)2.

Case 1. Equation (26) have two positive solutions, i.e.






D > 0,

α4 − 6 · α2 + 1 > 0.
(27)

After solving the inequalities, we find that

α ∈ (0; 2−
√
3) ∪ (2 +

√
3;∞),

the equation (26) has two positive solutions

z
(1,2)
1 =

α4 − 6 · α2 + 1±
√
α8 − 16 · α6 + 30 · α4 − 16 · α2 + 1

2 · α · (α2 + 1)
,

Inserting these solutions into system (9), we obtain two corresponding solutions

z
(1,2)
2 =

(

3α4 − 4α2 + 1±
√
α8 − 16α6 + 30α4 − 16α2 + 1

α(α4 − 4α2 + 3±
√
α8 − 16α6 + 30α4 − 16α2 + 1)

)3

.
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It is clear that solutions z
(1,2)
1 and z

(1,2)
2 are positive.

Case 2. Equation (26) has a unique positive solution, i.e.











D = 0,

α4 − 6 · α2 + 1 > 0.

(28)

The equation D = 0 yields that α1,2 = ±1, α3,4 = 2±
√
3 and α5,6 = −2±

√
3. Since α ∈ (0, 1) ∪ (1, +∞), we

consider the cases α3,4 = 2±
√
3. According to the inequality in (28), it is sufficient to consider the case α3,4 = 2±

√
3.

If α3,4 = 2±
√
3 then we get the translation-invariant solution (z1, z2) = (1, 1).

Case 3. Let us assume that (26) does not have any positive solution, i.e.

D < 0, (29)

or










D ≥ 0,

α4 − 6 · α2 + 1 ≤ 0.

(30)

It means that if α ∈ (2−
√
3; 1) ∪ (1; 2 +

√
3), then the equation (26) does not have any positive solution.

Appendix 2

The proof of Lemma 4.1 is found using this basic idea using the following algebraic substitutions.

Proof Solving system (12) reduces to analyzing the following equation

z2 =







(

z2+α
α·z2+1

)2

+ α

α ·
(

z2+α
α·z2+1

)2

+ 1







3

. (31)

Simplifying the last equation, we receive

(z2 − 1) · (α+ 1)3 · (α3 · z62 − (α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1) · z52−
−(α6 + 3 · α5 − 9 · α4 − 5 · α3 − 9 · α2 + 3 · α+ 1) · z42−
−(α6 + 6 · α5 − 15 · α4 − 4 · α3 − 15 · α2 + 6 · α+ 1) · z32−
−(α6 + 3 · α5 − 9 · α4 − 5 · α3 − 9 · α2 + 3 · α+ 1) · z22−
−(α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1) · z2 + α3) = 0.

(32)

It follows that z
(0)
2 = 1 or

α3 · z62 − (α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1) · z52−
−(α6 + 3 · α5 − 9 · α4 − 5 · α3 − 9 · α2 + 3 · α+ 1) · z42−
−(α6 + 6 · α5 − 15 · α4 − 4 · α3 − 15 · α2 + 6 · α+ 1) · z32−
−(α6 + 3 · α5 − 9 · α4 − 5 · α3 − 9 · α2 + 3 · α+ 1) · z22−
−(α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1) · z2 + α3 = 0.

(33)

Due to (12), each positive solution z2 defines a positive solution z1. Thus, it is sufficient to consider positive solution of

(33). We make a substitution ξ = z2 +
1

z2
and form the following equation

α3 · ξ3 + (−α6 + 3 · α5 − 6 · α4 + 14 · α3 − 6 · α2 + 3 · α− 1) · ξ2+
+(−α6 − 3 · α5 + 9 · α4 + 2 · α3 + 9 · α2 − 3 · α+ 1) · ξ+
+(α2 + 1) · (α4 − 12 · α3 + 26 · α2 − 12 · α+ 1) = 0.
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In the last cubic equation, D < 0, we know that when D < 0, the cubic equation has one real root. Let us find this real

root. In order to simplify this solution, we make the following substitution

t = (8 · α18 − 72 · α17 + 360 · α15 − 1380 · α15 + 4320 · α14−
−11016 · α13 + 22944 · α12 − 39132 · α11 + 54288 · α10−
−60712 · α9 + 54504 · α8 − 39564 · α7 + 23952 · α6 − 11448 · α5+

+12 · (−15 · α24 + 252 · α23 − 2088 · α22 + 11568 · α21 − 48798 · α20+

+167328 · α19 − 480252 · α18 + 1165176 · α17 − 2395593 · α16+

+4179936 · α15 − 62049242 · α14 + 7861968 · α13 − 8527860 · α12+

+7931520 · α11 − 6324768 · α10 + 4318848 · α9 − 2521269 · α8+

+1254636 · α7 − 527532 · α6 + 187272 · α5 − 54954 · α4 + 13080 · α3−
−2412 · α2 + 288 · α− 15)

1
2 + 4536 · α4 − 1452 · α3 + 360 · α2 − 72 · α+ 8)

1
3 .

The result is the following expression:

ξ = (t+ 4 · α3 · (α12 − 6 · α11 + 21 · α10 − 61 · α9 + 141 · α8 − 237 · α7+

+282 · α6 − 237 · α5 + 141 · α4 − 67 · α3 + 21 · α2 − 6 · α+ 1))/

(6 · α6 · t+ 2 · (α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1)).

By the substitution, we take

z2 +
1

z2
= (t+ 4 · α3 · (α12 − 6 · α11 + 21 · α10 − 61 · α9 + 141 · α8 − 237 · α7+

+282 · α6 − 237 · α5 + 141 · α4 − 67 · α3 + 21 · α2 − 6 · α+ 1))/

(6 · α6 · t+ 2 · (α6 − 3 · α5 + 6 · α4 − 14 · α3 + 6 · α2 − 3 · α+ 1)).

The last one yields that

z22 + ((−4 · α15 + 24 · α14 − 84 · α13 + 244 · α12 − 564 · α11+

+948 · α10 − 1128 · α9 + 948 · α8 − 564 · α7 + 268 · α6−
−84 · α5 + 24 · α4 − 4 · α3 − t)/(2 · α6 − 6 · α5 + 12 · α4 − 28 · α3+

+6 · α2 · t+ 12 · α2 − 6 · α+ 2)) · z2 + 1 = 0.

We find the discriminant of the last quadratic equation

D = ((−4 · α15 + 24 · α14 − 84 · α13 + 244 · α12−
−564 · α11 + 948 · α10 − 1128 · α9 + 948 · α8−
−564 · α7 + 268 · α6 − 84 · α5 + 24 · α4 − 4 · α3−
−t)/(2 · α6 − 6 · α5 + 12 · α4 − 28 · α3 + 6 · α2 · t+
+12 · α2 − 6 · α+ 2))2 − 4.

We introduce the notation

p = (−4 · α15 + 24 · α14 − 84 · α13 + 244 · α12 − 564 · α11+

+948 · α10 − 1128 · α9 + 948 · α8 − 564 · α7 + 268 · α6−
−84 · α5 + 24 · α4 − 4 · α3 − t)/(2 · α6 − 6 · α5 + 12 · α4 − 28 · α3+

+6 · α2 · t+ 12 · α2 − 6 · α+ 2).

As a result

z22 + p · z2 + 1 = 0. (34)

The discriminant of (34) is as follows:

D = p2 − 4.
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Case 1. Let (34) have two positive solutions, i.e.






D > 0,

p < 0.
(35)

Case 2. Let (34) have a unique positive solution, i.e.










D = 0,

p < 0.

(36)

Case 3. Assume that (34) does not have any positive solution, i.e.

D < 0, (37)

or










D ≥ 0,

p ≥ 0.

(38)
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ABSTRACT In this paper, the energy formula for charge carrier (e) confined in a diluted magnetic semiconductor

(DMS) quantum well QW made from Cd1−xMnxTe is generated and utilized to calculate the Density of States

(DOS) and the Lande g-factor. The Landau levels in a quantum wire that is placed in uniform magnetic field

along its axis, taking into account the presence of Rashba spin-orbit interaction and exchange effect, are

explored. These effects have altered the DOS and the Landau levels. The electron g-factor for the lowest state

is explored. Our results show that the g-factor is strongly affected by the combined effects of magnetic field and

Rashba spin-orbit interaction strengths. The g-factor can vary in a wide range of expands for the bulk value of

2 up to 300, which makes it a good candidate for spintronic applications.
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1. Introduction

At the nanoscale, electrons in nanostructures behave differently compared to bulk materials. The two main reasons

cause the properties of nanomaterials to significantly deviate from those of bulk materials are the effects of quantum con-

finement and the increase in the relative surface area to volume ratio. These factors can alter or enhance the properties

such as reactivity, as well as the optical, and magnetic characteristics of nanomaterials [1–5]. The optical and electrical

characteristics of low-dimensional semiconductor structures such as quantum wires have attracted considerable interest

in recent years due to their potential technological applications [6, 7]. The spin-dependent phenomena in quantum wires

(QW) have promoted the implementation of these nanowires as potential building blocks in spin electronic devices and

future quantum devices [7–9]. Researchers have been exploring nanowires from various materials, well-developed mate-

rial synthesis, and fabrication techniques have enabled the production of high-quality quantum wires with precise control

over their dimensions and properties. For example, chemical precipitation, and laser ablation has been used to produce

high-quality nanowires [10, 11].

It has been noticed that the electron spin plays a crucial role in influencing the electrical and optical properties of QW

semiconductor structures. Numerous theoretical studies have offered deeper insights into the electrical, dynamical and

thermal properties in one-dimensional systems. Kasapoglu et al. studied the combined effects of electric and magnetic

fields on the optical absorption coefficients and refractive index changes in GaAs nanowires using the effective-mass

approximation and the compact density-matrix approach [12]. A. Bouazra et al. investigated the stability of quantum

wire with respect to its shape and size. They examined the optical properties, as well as the energy levels of electrons and

holes, along with their corresponding wave functions in various shapes of InAs quantum wires [13]. R. Khordad studied

the influence of the external magnetic field and the Rashba effect on the optical properties of 1D quantum wire [14].

Y. Khoshbakht investigated the thermodynamic properties of a nanowire under the presence of the Rashba spin-orbit

interaction and external magnetic field. The study provided analytical expressions for the mean energy, the free energy,

the specific heat, the entropy, and the magnetic susceptibility of nanowires in the presence of gate-controlled Rashba

spin-orbit interaction and an in-plane magnetic field [15]. B. H. Mehdiyev investigated the effect of finite temperature on

the electrical conductance of diluted magnetic semiconductor cylinders made of CdTe [16].

One of the essential material parameters of a QW is the effective Lande g-factor. This parameter represents the

response of a material to a magnetic field. The study of the effective Lande g-factor in semiconductor nanowires has

received great attention because of its importance in manipulating the spin splitting of carrier bands. Its effect on device

© Elsaid M., Dahliah D., Shaer A., Ali M., 2025
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performance should be considered. In particular, exploring the g-factor provides a deeper understanding of the behavior

of electrons in magnetic fields and helps scientists assist these findings in practical applications.

Many studies have been carried out on the effective Lande g-factor in low-dimensional structures. Several theoretical

and experimental studies examine the effect of spin-orbit coupling and the magnetic field on the g-factor. The effects of the

magnetic field and Rashba effect on the Lande g-factor in the InAs quantum wire have been examined [17]. In Ref. [18],

the authors have explored the g-factor in diluted magnetic semiconductor (DMS) quantum well with parabolic potential

in the presence of an external perpendicular magnetic field, the study shows that the g-factor increases with increasing the

magnetic field due the increment in the strength of spin-orbit coupling [18]. The authors examined the electron g-factor

for various sub-bands in quantum wire in Ref. [19], the effects of electric field, magnetic field, and Rashba spin-orbit

interaction strength on g-factor have been explored.

Rogerio de Sousa et. al found that the g-factor of a heterojunction quantum dot is very sensitive to its radius and

magnetic field arising from the interplay between Rashba and Dresselhaus spin-orbit interactions [20]. Rodrigues et al.

investigated the optical properties of CdMnTe/CdTe heterostructures grown on Si substrate, highlighting the effects of

quantum confinement and structural roughness on emission spectrum [21].

In this work, we will study the g-factor in Cadmium Telluride material that doped with Manganese Cd1−xMnxTe

nanowires, where x is the fraction of moles of Mn ions. The spin splitting of the sub-bands can be enhanced by introducing

magnetic ions (Mn). The strong s–d exchange interaction between the carriers and the local magnetic ions can be enhanced

by an external magnetic field [22, 23]. The Lande g-factor in Cd1−xMnxTe nanowires can be controlled by varying the

magnetic field, the concentration of Mn, the radius of the wire and it‘s temperature. It has been recorded that the Lande

g-factor in CdTe at zero magnetic field is −0.5 while for Cd0.98Mn0.02Te, it goes to 100 at 4 K [24]. Afanasiev et al.

explored the behavior of the electron g-factor due to the s–d exchange interaction between electrons and manganese ions

in coupled quantum wells of CdTe and CdMnTe, where the dependence of electron g-factor on the barrier thickness and

temperature is experimentally investigated [25].

This work aims to compute and investigate the dependence of energy spectra Density of States (DOS) and effective

Lande g-factor of CdMnTe QW. A theoretical examination of the Lande g-factor in a CdMnTe QWs is carried out,

considering the effects of an external magnetic field, with particular emphasis on the Rashba effect and the exchange

interactions.

2. Theoretical model

The Hamiltonian of an electron in quantum wire (QW) of a given radius ρ under an external magnetic field (B) in

the z-direction that is parallel to the axis of the wire that represented the kinetic energy operator term and confinement

potential term is given by [18]:

H =
−~
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Where, in this model, the vector potential induced by the magnetic field is defined as A =

(

−By

2
,
Bx

2
, 0

)

. The

constants that are in the Hamiltonian are defined as g∗ and m∗ donated the electron effective g-factor and effective mass,

respectively. σz denotes the Pauli spin matrix along the z-axis. The third term represents the Zeeman effect, that will

lead to extra energy splitting in the spectrum. The fourth term indicates the exchange effect which describes the s–d

exchange Heisenberg interaction between the conduction electrons and Mn ions. Where S0 is the effective spin, B5/2 is

the Brillouin function, S is the spin of the localized electrons of Mn ions, gMn is the g-factor of Mn, kB is the Boltzmann

constant, N0 is the density of unit cells and Js−d is constant which describe the exchange interaction according to the s–d

exchange integral. The last term is the Rashba term which significantly influences the magnetic properties of Mn-doped

CdTe wire. Here ~P is the momentum operator, α is the strength of the spin orbit coupling, ~σ = (σx, σy, σz) denotes the

Pauli spin matrices and ~n is the unit normal to the surface.

After determining each term of the Hamiltonian, the full Hamiltonian is written in a matrix form as follows:
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H22 = −
~

2m∗

(

1

ρ2
∂2

∂ϕ2
+

∂2

∂z2

)

− i~
eB

2m∗

∂

∂ϕ
+
e2B2ρ2

8m∗
+
iα

ρ

∂

∂ϕ
−
eBρ

2~c
α−

1

2
g∗µBB − 3A.

A is given by
1

6
S0B5/2

(

SgMnµBB

KB (T + T0)

)

N0xJs−d, and the wave function isψn (ϕ, z) = eikzzeinϕf which is the product

of plane wave with angular part.

By diagonalizing the Hamiltonian Matrix, the energy dispersion relation for confined electron of the two sub-bands

of each index (n) found to be:
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The energy in Eq. (3) depends on the radius of the nanowire, the strength of the external magnetic field, the Rashba

parameter, the magnetic ion concentrations and the temperature.

The energy dispersion relation is used to calculate the density of states DOS of the electrons in the CdTe QW. The

DOS is defined mathematically as the delta function and it can be written in terms of Green’s function as follows

DOS (E) = −
1

π

∑

E

Im (G(E, ε)), (8)

where E is the energy, and ε is a very small parameter. Green’s function is defined as:

G(E, ε) =
1

H − E + iε
. (9)

In addition to previous quantities, the effective Lande g-factor (g) is computed for the low-lying state using the relation

g =
E0(↑)− E0(↓)

µBB
. (10)

3. Results and discussions

In this section, we present the computed results for Landau energies of an electron confined in a cylindrical quantum

wire under the presence of an external magnetic field, for different ranges of physical parameters. In the following

computations, the values of the parameters in the energy expression are as follows: S = 5/2 corresponding to the spins of

the localized electrons of Mn ions, the g-factor of Mn gMn = 2, the effective spin S0 = 1.97, T0 = 3K, m∗ = 0.096me,

Js−d = 220 meV, and g∗ = −1.47. These values are taken from the literature [26].

In Fig. 1, the eigenenergies of different states range from n = −2 to n = 2 are plotted against the applied magnetic

field for (a) in the presence of Rashba effect and (b) in the presence of Rashba and exchange effects for the two sublevels

of each state: (spin up: solid line, and spin down: dotted line). The plot shows that the magnitude of the energy increases

with increasing the external magnetic field, this can be explained as the increment of the magnetic field will enhance the

confinement potential on the electron, so the energy splitting will be increased as it is expected.

The effect of the Rashba parameter (α) on the eigenenergies has been taken into account, Fig. 1(a) shows the

enactment in the Rashba constant α from 50 to 100 meV·nm changes the magnitude of the energy levels (red for

α = 50 meV·nm and blue for 100 meV·nm), Rashba effect shifts the energy of the states with spin down to higher

energy values, while shifting the energy of spin-up states to less positively energy under given value of the magnetic field.

In Fig. 1(b), we show the exchange effect, in the presence of the Rashba effect, the exchange term has different influence

on shifting the energy of the sublevels in the presence of the magnetic field compared to the Rashba term. By enhancing

the exchange interaction through an increase in Mn ions, the spin-down states shift to lower energy levels, while the

spin-up states move to higher energy levels. The energy change is due to the exchange term in the Hamiltonian being

linearly proportional to the number of Mn ions in the CdTe nanowire. Furthermore, Fig. 1 demonstrates that the crossing

point (degeneracy point) between the sublevels of the ground state shifts to higher magnetic field values as the molar

concentration of Mn is increased. With increasing the magnetic field, energy levels corresponding to different quantum

numbers (different sub bands). When such a crossing occurs, the ground state can switch to a different quantum number.
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(a) (b)

FIG. 1. The low-lying energy of states as a function of magnetic field (spin-up states in solid lines while

spin-down in dashed lines) (a) in the presence of spin-orbit interaction only (red: α = 50 meV·nm,

blue: 100=50 meV·nm ) (b) In the presence of the combined effect of RSOI and exchange effects (red:

x = 0.01, x = 0.03)

The density of states DOS(E), which represents the number of states per unit of energy, is a fundamental property in

solid-state physics and condensed matter. It is used to study electronic structure and carrier concentration, which, in turn,

determine the type of matter and its conductivity. Therefore, we highlight the effects of Rashba and the exchange term on

the density of the states of electrons.

Figure 2 displays the density of states DOS as a function of energy. Fig. 2(a) represents the density of states of spin up

and spin down as a function of energy for Cd0.98Mn0.02Te of radius 10 nm in the presence of an external magnetic field of

1 T taken into account the Rashba effect of (α = 50 meV·nm). The presence of the Rashba spin orbit interaction lifts the

degeneracy in the states, and as it can be noticed the number of states is more at low energy values. The Rashba spin orbit

interaction reduces the difference in energy between the spin up and the spin down states as can be seen in Fig. 2(a). Also,

it can be noticed at a given value of energy, it is more preferred to occupy the spin-up state compared to the spin-down

state as the spin-up state has lower energy compared to the spin-down state. It’s evident from the comparison between

Fig. 2(a and b) after enhancing the exchange effect, by increasing x from 0.02 to 0.04, the degeneracy between the states

are removed. By making a comparison between Fig. 2(a and b), it can be noticed that the separation in DOS peaks for the

spin down levels is much larger compared to spin up.

(a) (b)

FIG. 2. The density of states of spin up and spin down as a function of energy for (a) Cd0.98Mn0.02Te

(b) Cd0.96Mn0.04Te QW of radius 10nm in the presence of an external magnetic field of 1 T
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The effective Lande g-factor of the electron in quantum wire made from CdMnTe (QW) under an external magnetic

field (B) in the z-direction that is parallel to the axis as a function of the radius of the confinement ρ, magnetic field (B),

the Rashba parameter (α) , Mn ions concentration (x), and temperature (T ) is examined.

In Fig. 3, the effective Lande g-factor has been plotted as a function of the QW radius for Cd0.99Mn0.01Te in the

presence of an external magnetic field of 1 T taking into account the Rashba spin orbit interaction (α = 50 meV·nm).

From Fig. 3, it is clear that as the radius of the confinement increases the g-factor decreases, and it reaches its bulk value

for large values of ρ. It can be noticed that by modulating the radius of the QW, the g-factor can be tuned in a range

from 2 to 200 which makes it a suitable for a wide range of applications. However, for experimental implementation,

other factors should be considered, particularly, strain effects. Additional factors such as structural disorder, interfaces,

and lattice strain can influence the effective g-factor. Disorder and impurity scattering may cause a modifying in the spin

splitting effects induced by the Rashba spin-orbit interaction and exchange coupling. Similarly, strain in the crystal lattice

can lift band degeneracies and alter the spin–orbit coupling strength, thereby affecting the g-factor. While these effects

are beyond the scope of the present analytical model, they are crucial in realistic systems and should be taken into account

when interpreting experimental data or designing spintronic devices based on Mn-doped CdTe nanostructures.

FIG. 3. The effective Lande g-factor vs. QW radius of for Cd0.99Mn0.01Te in the presence of an

external magnetic field of 1 T

In Fig. 4, the effective Lande g-factor has been plotted as a function of the magnetic field (B) for Cd0.98Mn0.02Te

of radius 30nm in the presence of external magnetic field taken into account the Rashba effect (α ranges from 50 up to

150 meV·nm). In CdTe QWs, in the absence of Rashba spin-orbit interaction, the effective g-factor increases with the

applied magnetic field. This increase is attributed to the enhancement of the carrier confinement potential induced by

the magnetic field. However, this confinement-induced enhancement of the g-factor saturates beyond a magnetic field

strength of approximately 3 T. This trend is consistent with previous theoretical and experimental studies [23]. When the

Rashba SOI is introduced, the g-factor exhibits a decreasing trend with increasing Rashba coupling strength (α), due to

the reduced spin splitting, as illustrated in Fig. 1. The influence of Rashba SOI is particularly prominent at low magnetic

fields. For instance, at α = 50 meV·nm, the SOI dominates for magnetic fields below 0.4 T, resulting in a decrease in the

g-factor as the magnetic field increases. Above 0.4 T, the magnetic confinement becomes the dominant factor, leading to

an increase in the g-factor. This behavior is clearly observed for α = 50 meV·nm and α = 100 meV·nm, as shown in

Fig. 4.

For fixed parameters, ρ = 30 nm, B = 1 T, the SOI can be manipulated by changing the value of α. The SOI strength

effect on the Lande g-factor has been investigated in Fig. 5. In the first case, where the exchange interaction is neglected,

a QW composed of CdTe is considered (represented by the red line). The effective g-factor decreases with increasing

Rashba spin-orbit coupling strength (α). This behavior arises from the enhanced spin-orbit interaction, which reduces

the energy splitting between the spin-up and spin-down states of the ground subband, thereby leading to a lower g-factor.

However, when the exchange interaction is included the behavior of the g-factor changes. For small Mn concentrations, at

low values of α, the Rashba SOI and the exchange interaction act in opposition regarding the spin splitting of the ground

state. As a result, increasing α initially reduces the g-factor, reaching a minimum where the opposing effects remove the

splitting and lead to a degenerate ground state, leading to an effective g-factor close to zero. Beyond this critical value of

α, the Rashba SOI becomes dominant, and both interactions contribute constructively to the spin splitting, resulting in an

increase in the g-factor with further increases in α, as illustrated in Fig. 5. In the case of stronger exchange interaction

(e.g., higher Mn concentration, represented by the black line), the exchange term dominates. Here, the g-factor increases

with increasing α. This behavior is evident for Mn concentrations of x = 0.01 and x = 0.05. The observed increase
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FIG. 4. Effective Lande g-factor vs. magnetic fields for CdTe QW at different values of the Rashba

parameter (α = (0.50 and 100 meV·nm))

in g-factor can be explained by the exchange interaction, which enhances the energy splitting between spin-up and spin-

down states in the ground subband as the Mn ion concentration increases. Since the g-factor is directly proportional to

this energy splitting, it increases accordingly.

FIG. 5. Effective Lande g-factor vs. Rashba coefficient (α)

The influence of exchange interaction is also investigated. Fig. 6 illustrates the dependence of the effective g-factor on

the Mn ion concentration (x) at various temperatures below 20 K. For a fixed temperature, the g-factor initially decreases

with increasing Mn molar concentration in the low-x regime. This decrease is attributed to the dominance of the Rashba

SOI, which suppresses the spin splitting. As x increases further, the g-factor reaches a minimum (critical value) and sub-

sequently increases approximately linearly with increasing x, due to the growing dominance of the exchange interaction,

as discussed earlier.

As temperature increases, the g-factor decreases for a given Mn concentration. This reduction is due to the thermal

fluctuations of magnetic moments, which weakens their alignment with the external magnetic field and thus diminishes

the strength of the exchange interaction. As a consequence, the critical Mn concentration at which the g-factor begins

to increase shifts to higher values with increasing temperature. This temperature dependence is further illustrated in

Fig. 7. As shown, higher temperatures reduce the g-factor, and at elevated temperatures, the g-factor tends to approach its

bulk semiconductor value. This behavior is consistent with the temperature dependence of the Brillouin function, which

governs the magnetization of Mn ions and decreases with increasing temperature. As a result, the exchange-induced

energy splitting between spin-up and spin-down states diminishes at higher temperatures, leading to a reduction in the

effective g-factor.
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FIG. 6. Effective Lande g-factor vs. Mn molar concentration (x)

FIG. 7. The effective Lande g-factor vs. Temperature of for Cd0.99Mn0.01Te in the presence of an

external magnetic field of 1 T

4. Conclusion

In this work, we have analytically studied the energy spectrum of a cylindrical quantum wire (QW) composed of CdTe

under an external magnetic field, incorporating both Rashba spin-orbit interaction (SOI) and exchange interaction effects.

These interactions significantly influence the density of states (DOS) and modify the Landau level structure. We focused

particularly on the behavior of the electron effective g-factor associated with the zeroth Landau level, demonstrating its

strong dependence on both the magnetic field strength and the Rashba SOI parameter.

Our results reveal that, in Mn-doped CdTe quantum wires, the effective g-factor increases with the strength of the

Rashba SOI, especially when the exchange interaction becomes significant. By tuning structural parameters of the QW

and the Mn ion concentration, it is possible to engineer large, tunable g-factors. This tunability opens promising avenues

for the use of such nanostructures in spintronic applications, where control over spin-dependent properties is essential.
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ABSTRACT To improve the efficiency of circuits including SiC MOSFET, it is necessary to increase their specific

currents and reliability, respectively. One needs it to reduce the transistor on-resistance and to increase its

breakdown voltage. To achieve these goals, the influences of the transistor’s electrophysical characteristics on

its design and technological features have been studied with Sentaurus TCAD. We showed that for increasing

the transistor currents, it is necessary to reduce the channel length – the distance between the p-bases of the

transistor sources, and to create a JFET region. For the increasing the breakdown voltage of the device, we

proposed to increase the doping level of the drift region, and suggested a new transistor design that will allow

one to obtain devices with a breakdown voltage up to 2500 V.

KEYWORDS SiC MOSFET, TCAD, JFET doping, breakdown voltage.
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1. Introduction

Nowadays, many devices are formed on silicon wafers, particularly, devices for power applications. IGBT silicon

transistor is the most applicable for power electronics since it has higher breakdown voltages and operating temperatures

compared to other types of silicon devices. It is difficult to achieve a high power conversion factor using Si devices

[1]. The most suitable devices for power applications are based on wide-bandgap materials [2], such as gallium nitride,

silicon carbide or gallium oxide. SiC compared to Si has larger bandgap width – 3.26 eV, higher thermal conductivity –

4.9 W / cm·K, and higher value of the critical electric field strength of breakdown – 3 MV / cm.

Power MOSFETs can be lateral or horizontal. Power lateral devices must have a wide drift area to withstand high

voltages, i.e. the cell size must be large. Vertical transistors don’t require wide drift areas, that allows one to reduce the

cell size and also solve the problem of large electric field on the surface.

Standard Si MOSFETs have breakdown voltages of less than 150 V [3] and there are many such offers from different

companies. However, there is now a trend to increase the values of the device’s operating voltages and breakdown voltages.

Vertical silicon carbide devices have high breakdown voltages, high radiation resistance, low on-resistance and excellent

switching frequencies compared to silicon-based devices therefore they are more attractive for power applications. The

main researches in this area are aimed on improving their characteristics, namely, the breakdown voltage Vbd, the channel

resistance Ron,sp, the gate charge Qg and the maximum electric field in the gate dielectric Emax,ox [4–7].

Standard SiC MOSFETs have breakdown voltages in the range of 600 to 900 V and threshold voltages up to 10 V [8].

At breakdown voltages below 1000 V, the performance of SiC devices is strongly dependent on the on-resistance as well

as the charge carrier mobility. If the charge carrier mobility is approximately 100 cm2/V·s, the on-resistance becomes

almost equal to the ideal value when the breakdown voltage exceeds 5000 V. Even at high breakdown voltages, if the

charge carrier mobility reaches values of 10 cm2/V·s, the performance of SiC devices deteriorates [9]. Therefore, it is

necessary to create transistor designs with low on-resistance and high breakdown voltages.

Nowadays, a sufficient number of different designs of power SiC MOSFETs have been developed in order to improve

the listed characteristics: SiC Power DI-MOSFET (Double-Implant Process) [10], Shielded SiC Planar Power MOSFET

[11,12], MOSFET with spreading layer or/and JFET region that solves the problem of low on-resistance [13], ACCUFET

structure with epitaxial layer N-base region under the gate [14, 15], JBSFET with integrated JBS diode [16, 17], Bi-

directional FET – 2 JBSFET with common drain [18, 19], trench-gate MOSFET or/and JFET region [20] etc. Shielded

SiC Planar Power MOSFET has a shielded layer under source and base that solves a reachthrough problem, problem

of a high gate oxide electric field and low channel mobility. But all the listed designs allowed obtaining devices with

breakdown voltage in the range from 1000 to 1650 V. One work reflects the formation of an ACCUFET with a breakdown

voltage of about 10 kV, but its threshold voltage was approximately zero.

© Chukanova O.B., Tsarik K.A., 2025
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In this paper, we study the design and technological features of a standard power MOSFET using physical simulation

in the Sentaurus Technology Computer Aided Design (TCAD) and the transistor design to reduce channel resistance

Ron,sp and increase the breakdown voltage Vbd.

2. Structure

Fig. 1 demonstrates a schematic image of the SiC MOSFET. The values of the layer thicknesses and their concen-

trations are standard for such structures [21–24]. When a bias is applied between the drain and source Vds, and the

gate-source voltage Vgs is greater than the threshold voltage Vth, the transistor opens and a vertical current exists be-

tween the drain and the source. If the gate-source voltage Vgs is less than the threshold Vth, and the bias Vds is still

applied between the drain and the source, then there is no current, the transistor is closed, the drift region is depleted, and

an electric field begins to be induced. Breakdown occurs when the value of the induced electric field exceeds the critical

value as the bias between the drain and the source increases.

FIG. 1. Schematic image of SiC MOSFET, tp – width of p-region, t – drift region width, p – half length

of the structure, Lch – channel length, Wp – width of p-n junction p-base/N-JFET, Wj – JFET region

width

3. Simulation

The study of the design and technological features of SiC power MOSFETs has been carried out using the Sentaurus

TCAD. Two-dimensional simulation of the structure has been carried out. To save time half of the structure was considered

during simulation since the device is symmetrical relative to the vertical axis, therefore, to compare it with the real device

the results of simulation drain currents, for example, should be increased twice.

The first step of the device simulation is to describe the structure, then you should form the device grid in the nodes

of which such electrophysical characteristics of the device as electric field, voltage, current, etc. will be calculated using

numerical calculations. The number of nodes in the grid affects the modeling process, namely, the accuracy of the results,

as well as the convergence of the problem. If the number of nodes is small, i.e. a so-called “rough” grid has been

generated, the result may be inaccurate. If the number of nodes is large and the grid is very “fine”, the problem may not

converge or the simulation time will be too long. Therefore, it is important to select the optimal number of grid nodes.

For the accuracy of the results, it is necessary to generate a “fine” grid only in the areas of heterojunctions, channel,

concentration gradient, etc.

The key model in simulation of devices is the diffusion-drift model, which is based on the approximation of the

Boltzmann charge transport equation in the diffusion-drift approximation. The current in the device flows due to the

drift and diffusion of charge carriers simultaneously with their generation and recombination. The diffusion-drift model

numerically solves the Poisson equations and calculates the concentrations of electrons and holes, and determines the

electrostatic potential at each grid node. A thermodynamic model is often also included. The influence of temperature on
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FIG. 2. The influence of positive charge density q at SiO2/SiC heterojunction on MOSFET current-

voltage characteristics at 20 V gate voltage

FIG. 3. Influence of drain p-region describing on SiC MOSFET breakdown voltage

the parameters of the device is taken into account. If it is included then the heat flow equations are additionally solved,

i.e. the temperature gradient in the device is taken into account.

The physical model of the transistor should take into account the recombination and carrier generation. These are the

processes of creation and destruction of an electron-hole pair by the transition of an electron from the valence band to the

conduction band, thereby creating a hole in the valence band, and vice versa. The difference in energies between the final

position of the electron and the initial one leads to different classifications of the recombination process. If the radiative

recombination energy is released in the form of a photon and in the case of nonradiative recombination, it is transferred

to one or more phonons.

The key model of recombination and generation is the Shockley-Read-Hall model. The Shockley-Read-Hall model

describes the process of electrons and holes recombination through the trap levels in the forbidden band. An electron

moves from the valence band to the trap level and then from this level to the conduction band. This process occurs in a

semiconductor due to the presence of impurities and defects formed during the growth [22].

Auger recombination model should be included at simulation of power SiC MOSFETs that have high drain currents.

Auger recombination is an interband transition of an electron or a hole. The energy released during such a transition is

transferred to another electron or hole that affects the recombination rate [23].

Incomplete ionization models and band gap narrowing model should be also used since the dopant in 4H-SiC isn’t

completely ionized at room temperature. Doping dependence mobility and high field saturation mobility models have
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FIG. 4. Influence of length channel Lch on the transistor current-voltage characteristics at 15 V gate voltage

FIG. 5. Dependence of current-voltage characteristics on doping concentration of JFET region Njfet at

15 V gate voltage

been used to calculate the mobility. An avalanche model, i.e. impact ionization model, should also be used to simulate

breakdown voltage.

One of the advantages of SiC for practical application is the formation of insulating silicon oxide layers SiO2 on

SiC by thermal oxidation. This effect is important for the fabrication of field-effect MOSFETs. There are two types of

oxidation processes: dry and wet. The dry oxidation process of SiC is carried out in an O2 atmosphere. The wet oxidation

process is carried out in an O2 and H2O atmosphere and it effectively reduces the influence of deep trap levels on the

SiO2/SiC heterojunction, which improves the channel mobility of the MOSFET [24, 25]. Therefore, the effect of this

charge on the transistor electrical characteristics has been studied (Fig. 2). Based on the literature data [26], the value

of this charge is about 1011 cm−2. The influence of this charge on the drain current at the same gate voltage is weak.

Therefore, in our case a charge of 1·1011 cm−2 was set on the heterojunction.

It is necessary to describe the fillet of the p-doped region simulating such devices. If this is neglected the maximum

electric field strength at breakdown voltage simulation will be concentrated at corner of the p-region. It will lead to

incorrect results and a decrease in the breakdown voltage from 1500 V to 1200 V for the research structure heterostructure

(Fig. 3).
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FIG. 6. Influence of JFET region width Wj on current-voltage characteristics at 15V gate voltage

FIG. 7. Current-voltage characteristics of the SiC MOSFET

4. On-resistance

One of such devices research directions is to reduce on-resistance. The most popular approach is to dope the region

under the gate between the p-type regions [27]. This region is named as a JFET. JFETs are usually formed by implanting

high-energy nitrogen ions with a concentration of about 1017 cm−3 [28]. In the open state, the current through the

transistor begins to flow through the inversion layer, which is formed in the upper part of the p-type region due to the

positive bias. This is so-called channel. The current then flows through the JFET region and then spreads into the drift

region, in which the current flow region also extends under the p-type region at an angle of 45◦ (gray region in Fig. 1) [9].

The total on-state resistance of the transistor can be calculated using the following formula:

Ron = Rch +RA +Rjfet +Rdrift +Rsubs,

where Rch is the channel resistance, RA is the resistance of the p-n junction, Rjfet is the resistance of the JFET region,

Rdrift is the resistance of the drift region and Rsubs is the resistance of the N+ substrate.

The on-resistance depends on the channel length Lch or the structure length p. The longer the channel length or the

structure length, the greater the channel resistance. The influence of the channel length on the drain current was simulated
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FIG. 8. Dependence of SiC MOSFET breakdown voltage on drift region doping concentration Ndrift

FIG. 9. SiC MOSFET breakdown voltage at different temperatures

(Fig. 4). Increasing the channel length, the resistance of the channel region also increases, which leads to a decrease of

the drain current. Therefore, the optimal transistor channel length is about 0.5–1 µm.

The p-n heterojunction resistance RA depends on p-base/N-JFET junction width Wp at zero bias and on the JFET

region width. In turn, the width Wp depends on the dopant concentration of the JFET region. The resistance of the JFET

region is determined by the parameters of the p-base, the width of the JFET region and the width Wp. The resistance of

the drift region also depends on the base parameters and the parameters of the JFET region. If the typical values of the

resistance for 4H-SiC substrate are 0.02 Ω· cm and 350 µm, then the resistance is equal to 7×10−4
Ω·cm2 [29].

Obviously, the transistor resistance is greatly affected by the dopant concentration of the JFET region, as well as the

length of the structure. Therefore, the dependences of the transistor drain current on the JFET region dopant concentration

NJFET and the width of this region LS were investigated. Fig. 5 demonstrates that the JFET region doping reduces the

transistor resistance, but the dopant concentration has small effect on the drain current value. The larger the width of the

JFET region Wj, the lower the resistance and the higher the drain current (Fig. 6). Therefore, JFET region with a width of

approximately in the range from 0.5 to 9 µm should be created in the device to reduce the transistor resistance.

Thus, the following SiC MOSFET design was chosen: the distance between the p-regions Wj is about 9 µm, the

channel length Lch – 1 µm, the thickness of the p-region tp 5 µm, the drift region width t – 25 µm, the doping concentration

in the source region N+ is 1.5e20 cm−3, the doping concentration in the p-region - 4e17 cm−3, the doping concentration

in the drift region Ndrift = 4e15 cm−3 and the JFET concentration is 2e16 cm−3. For this transistor current-voltage
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FIG. 10. Schematic image of SiC MOSFET with additional p-region in the drift region to increase the

breakdown voltage

FIG. 11. Breakdown voltage of SiC MOSFET with additional p-region in drift region with different

distances from p-base to additional p-region tpfl

characteristics were simulated (Fig. 7). The threshold voltage was 10 V, and the maximum drain current at 20 V on the

gate was 192 A/cm2. To obtain a higher transistor current the channel length or the distance between the p-regions should

be reduced. The purpose of our work is to study the design and technological features of SiC MOSFET, so we consider

the standard design and offer ways to improve the electrophysical characteristics of the device. Let us consider in more

detail the methods for increasing the breakdown voltage of SiC MOSFET.

5. Breakdown voltage

The breakdown voltage of the research SiC power transistor depends on the doping concentration of drift region

and on its width [30]. It was found that the value of the breakdown voltage weakly depends on the drift region width

SiC transistors with different drift region widths (20, 25, 30 and 35 µm) have been simulated. The breakdown voltages

of the studied SiC transistors with different draft region widths were 1510 V, 1498 V 1518 V and 1493 V accordingly.

However, the doping concentration of the drift region has a strong effect on the breakdown voltage value. The lower the

concentration, the higher the breakdown voltage takes place (Fig. 8).
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The influence of temperature on the breakdown voltage was investigated (Fig. 9). The breakdown voltage of the

device was 1500 V. The drain current increases at the same drain voltage values with increasing temperature, and the

breakdown voltage doesn’t change. This can be explained by the fact that holes have higher temperature coefficient in

SiC [31], and accordingly, they have a higher ionization rate compared to electrons, so the breakdown voltage doesn’t

change. Despite the fact that there are many additional holes, electrons remain the main carriers.

As mentioned above, one of the key goal of SiC MOSFET study is to increase the breakdown voltage. One of the

ways to solve this problem is to increase the doping level of the drift region. In this paper, we also propose a transistor

design with an additional p-region in the drift region (Fig. 10). This p-region extends the peak of the breakdown electric

field, which allows increasing the breakdown voltage. It is possible to obtain transistors with different breakdown voltages

by changing the distance from the p-base to the additional p-region tpfl: at 2 µm, the transistor has a breakdown voltage

of 2475 V, and at 20 µm – 1845 V (Fig. 11).

6. Conclusion

In this article, the design and technological features of standard SiC MOSFET transistor are stuydied and the process

of simulation such devices in the Sentaurus TCAD are described in detail. To reduce the on-resistance of such transistors,

and, accordingly, to increase the drain currents, it is necessary to form the JFET region between the p-bases of the sources.

Also, to increase the current, it is possible to reduce the channel length to 0.5–1 µm or reduce the width of the JFET region.

The distance between the p-bases of the sources should be less than 9 µm. To increase the breakdown voltage of power SiC

MOSFET, it is necessary to reduce the concentration of the dopant in the drift region: at the concentration of 1e15 cm−3,

a breakdown voltage of 2500 V can be obtained. In order to increase the breakdown voltage, a new design of power SiC

MOSFET with an additional p-region in the drift region is proposed. By varying the distance from this p-region to the

p-base, it is possible to obtain transistors with the breakdown voltages of various values up to 2500 V.
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ABSTRACT This work presents a theoretical study of the parametric amplification process of optical radiation

in crystals with periodic modulation of quadratic nonlinear susceptibility, using MgO:LiTaO3 as an example.

Special attention is given to analyzing the influence of basic factors such as linear absorption and dispersion

on the process efficiency. It is found that in the infrared spectral range, linear absorption and dispersion effects

significantly affect the signal wave amplification coefficient, determining the energy redistribution dynamics

and spectral characteristics of the resulting radiation. The study introduces a novel approach to optimizing

domain length relative to coherence length, achieving up to 18 % efficiency through precise tuning, which

surpasses previously reported results for similar materials. The obtained results are important for optimizing

nonlinear crystal parameters, developing efficient parametric amplification schemes, and creating promising

optical devices operating in the infrared range.

KEYWORDS parametric amplification, nonlinear crystal MgO:LiTaO3, infrared range, laser technologies, nonlin-

ear optics, quasi-phase matching
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1. Introduction

The parametric amplification process, first described within theoretical models of nonlinear optics, received experi-

mental confirmation with the development of laser technologies that provide high-intensity radiation generation. The main

reason for studying this phenomenon was the creation of lasers capable of inducing strong nonlinear effects in optical me-

dia [1, 2]. Since the first experimental demonstrations, parametric amplification has made significant progress, evolving

from the use of traditional nonlinear crystals to modern nanostructured materials. Achievements in materials science,

particularly in developing nonlinear photonic crystals and nanoscale structuring technologies, have greatly expanded the

practical applications of this process, offering new possibilities for light control in optical systems [3].

The physical basis of parametric amplification lies in the coherent energy transfer from a strong pump wave to a weak

signal wave in a medium with quadratic nonlinear susceptibility. The efficiency of this process depends on meeting the

phase-matching condition, where three coherent waves form in the nonlinear medium: the pump wave, the signal wave,

and the idler wave. However, strict phase matching can be disrupted by factors like linear absorption, group velocity

dispersion, and thermal effects in the medium. In this work, we specifically investigate the impact of linear absorption,

group velocity dispersion, and domain structure geometry on the efficiency of signal wave amplification in MgO:LiTaO3

crystals, addressing challenges posed by the infrared spectral range where these effects are pronounced. To overcome these

limitations, the quasi-phase matching mechanism is widely used, achieved through periodic modulation of the quadratic

nonlinear susceptibility. This modulation is provided by the structural periodicity of the crystal’s reciprocal lattice vector,

typical for nonlinear photonic crystals [4, 5].

In recent years, studies of parametric amplification in nonlinear photonic crystals have become highly relevant due to

their unique ability to tune across a wide range of laser radiation wavelengths. These materials are applied in generating

high-intensity coherent radiation in the visible and infrared spectral ranges, where laser beam intensity is a key factor in

nonlinear process efficiency. However, using powerful radiation sources comes with challenges, with linear absorption,

dispersion, and related effects being the most significant limitations [6,7]. Recent studies, such as those by Zhang et al. and
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Li et al., have demonstrated improved efficiency in periodically poled lithium niobate (PPLN) crystals, but MgO:LiTaO3

offers unique advantages due to its lower absorption in the mid-infrared range (1.5 – 3.5 µm) and higher damage threshold,

making it a promising candidate for next-generation optical devices. Unlike previous works that primarily focused on

nanosecond or picosecond pulses, this study explores the femtosecond regime, addressing the challenges of broad spectral

widths and their impact on dispersion.

Visible and near-infrared (IR) tunable lasers provide a technology that supports numerous applications in spec-

troscopy, photochemistry, classical and quantum information processing, material structuring, optical imaging, and di-

agnostics in materials science and life sciences [8]. This work contributes to the field by providing a detailed numer-

ical analysis of how linear absorption, dispersion, and domain geometry affect signal wave amplification efficiency in

MgO:LiTaO3, offering insights into optimizing crystal parameters for enhanced performance in infrared applications.

The novelty lies in the precise tuning of domain lengths to mitigate dispersion effects, achieving efficiencies up to 18 %,

which is a significant improvement over previously reported values for similar materials [9, 10]. Numerical modeling

showed that linear absorption and dispersion significantly influence the energy redistribution dynamics between waves,

with specific impacts quantified in this study (e.g., efficiency drop from 6 to 4.7 % due to absorption).

This study employs numerical modeling to quantify how linear absorption, dispersion, and domain geometry influ-

ence signal wave amplification efficiency in MgO:LiTaO3 crystals, focusing on the infrared range where these effects are

pronounced. Using numerical modeling methods, it is shown that linear absorption and dispersion effects significantly

change the energy redistribution dynamics between interacting waves and affect the spectral width and energy efficiency

of the process. Special attention is given to the infrared range, where these effects are most noticeable, making the study

results particularly relevant for developing modern optical systems.

2. Equations of parametric amplification under nonstationary conditions

Parametric amplification is a fundamental phenomenon in nonlinear optics, based on the coherent interaction of

electromagnetic waves in media with quadratic nonlinear susceptibility. In this process, a high-frequency pump wave

with frequency ωp and a weak signal wave with frequency ωs are introduced into a nonlinear crystal. Due to nonlinear

interaction inside the crystal, two new coherent waves form: an amplified signal wave with frequency ωs and an idler

wave with the frequency ωi. Energy and momentum are conserved in this process, expressed by the conditions of energy

and phase matching:

ωp = ωs + ωi,

kp = ks + ki +G,

where kp, ks, and ki are the wave vectors of the pump, signal, and idler waves, respectively, and G is the reciprocal lattice

vector arising in periodically poled crystals, such as nonlinear photonic crystals.

The efficiency of parametric amplification depends on several factors, including the crystal’s optical properties like

quadratic nonlinear susceptibility, linear absorption, group velocity dispersion, and thermal and photorefractive effects.

This work focuses on the interplay of linear absorption, group velocity dispersion, and domain structure geometry, which

are critical in the infrared spectral range due to the pronounced effects of material dispersion and absorption [11].

As a result of nonlinear interaction, energy exchange occurs between the waves, depending on the phase-matching

condition. In real crystals, this condition can be violated due to dispersion, determined by the refractive index n (ω)
dependence on frequency. To compensate for phase mismatch, nonlinear photonic crystals use the quasi-phase matching

mechanism, achieved by periodically modulating the sign of χ(2) with period Λ, corresponding to the reciprocal lattice

vector G. The quasi-phase matching condition takes the form:

∆k = kp − ks − ki −G = 0.

To describe the dynamics of parametric amplification in a nonlinear medium under nonstationary conditions, a system

of coupled differential equations is used, accounting for the following physical effects:

• Linear absorption, which causes exponential decay of wave amplitudes and reduces process efficiency.

• Dispersion effects, including group velocity dispersion and higher-order dispersion, which affect phase matching

and the temporal structure of pulses.

• Nonlinear interactions, determined by the effective nonlinear coupling coefficient.

The system of equations describing the evolution of complex amplitudes Ap, As, and Ai (for pump, signal, and idler

waves, respectively) is as follows [11]:

∂Ap

∂z
+

1

vp

∂Ap

∂t
+

αp

2
Ap = −i

ωp

2npc
χ(2)AsAiexp (i∆kz) ,

∂As

∂z
+

1

vs

∂As

∂t
+

αs

2
As = −i

ωs

2nsc
χ(2)ApA

∗

i exp (−i∆kz) ,

∂Ai

∂z
+

1

vi

∂Ai

∂t
+

αi

2
Ai = −i

ωi

2nic
χ(2)ApA

∗

sexp (−i∆kz) ,
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where:

• Ap, As, Ai are the complex amplitudes of the pump, signal, and idler waves;

• ωp, ωs, ωi are the frequencies of the pump, signal, and idler waves;

• np, ns, ni are the refractive indices for the respective waves;

• χ(2) is the effective second-order nonlinear coupling coefficient;

• αp, αs, αi are the linear absorption coefficients [12, 13];

• Dispersion effects are modeled using the group velocity dispersion parameter β2 =
∂2k

∂ω2
, incorporated into

the equations via second-order temporal derivatives, ensuring accurate representation of pulse broadening in the

infrared range [14, 15].

Boundary conditions for the system are chosen based on experimental setups typical for femtosecond laser systems:

Ap (z = 0, t) = Ap0exp
(

−t2/τ2p
)

,

As (z = 0, t) = 0.01Ap0,

Ai (z = 0, t) = 0,

where, Ap0 is the maximum pump wave amplitude at the crystal input, τp is the pump pulse duration (10, 50, or 100 fs),

and As (z = 0, t) is set to 1 % of Ap0 to simulate a weak signal wave, consistent with experimental conditions.

3. Results and discussion

Figure 1 shows the dependence of the refractive index of this crystal on wavelength. Our calculations, based on

the Sellmeier equations for the extraordinary wave (e–e–e interaction) as described in [12], agree with experimen-

tal data, confirming the reliability of our model. The refractive index was computed using the formula n2 (λ) =

A+
B

λ2 − C
+Dλ2, with coefficients A, B, C, and D derived from experimental data. The calculations were validated

against measurements, showing a maximum deviation of less than 0.5 %. From the graph, it is clear that the refrac-

tive index decreases as wavelength increases, confirming theoretical predictions. The coherence length is calculated as

Lc =
π

|kp − ks − ki|
16.2594 µm. Here, we considered only the extraordinary wave, i.e., e–e–e interaction. This result

is crucial for understanding the optical properties of MgO:LiTaO3 and optimizing quasi-phase matching. This result is

important for determining the optimal domain period Λ for quasi-phase matching, ensuring efficient energy transfer.

FIG. 1. Dependence of refractive index on wavelength

Figure 2 presents results obtained from the system of equations (4)–(6) with boundary conditions, accounting for

all effects, including absorption. Here, the curves show the change in signal wave efficiency depending on the nonlinear

photonic crystal length. The number of domains is about 1000. The solid line represents the case without absorption,

while the dashed line shows the case with absorption (α = 0.1 cm−1). It is evident that energy exchange efficiency drops

from 6 to 4.7 % due to linear absorption. This reduction is attributed to the exponential decay of the pump wave intensity,

modeled as I (z) = I0exp (−αz), which limits the energy available for transfer to the signal wave.

To address the role of the domain length, we analyzed its impact relative to the coherence length (Lc = 16.2594 µm).

Deviations of ±10 % from the optimal domain length (d0 = Lc) were modeled to assess phase-matching sensitivity.



294 O. I. Sabirov, A. E. Rajabov, A. R. Matnazarov, B. Kh. Eshchanov, Sh. Otajanov, U. K. Sapaev

FIG. 2. Dependence of signal wave efficiency on the length of the nonlinear photonic crystal based on

periodically poled MgO:LiTaO3 (τ = 10 fs)

Calculations show that using femtosecond pulses can significantly increase efficiency if we reduce the domain length of

the nonlinear photonic crystal. This is well illustrated in Fig. 3. The domain length is critical because it controls how

well the waves stay in phase as they interact. Precise tuning of the domain lengths is essential for maintaining phase

matching, as deviations from the coherence length degrade efficiency, as quantified below. Femtosecond pulses enhance

nonlinear interactions due to high peak intensity, provided domain lengths are optimized, as discussed below. This makes

the process more efficient, especially in a crystal with periodic structure like in our case.

FIG. 3. Signal wave efficiency (τ = 10 fs) versus nonlinear photonic crystal length for different domain thicknesses

Figure 3 illustrates the dependence of signal wave formation efficiency on domain thickness in a periodic crystal

structure, with fixed main and signal pulse durations of 10 fs. The domain length was varied by ±10 %. Reducing the

domain length by 10 % (d = 0.9Lc) increases the efficiency to 15 %, highlighting the process’s sensitivity to changes in

domain geometry. The solid line, representing the baseline case where the domain length remains unchanged (d0 = Lc),

shows an efficiency of 10 %. Increasing the domain length by 10 % (d = 1.1Lc), results in a sharp decrease in signal

wave efficiency to 0.12 % (this dependence is practically invisible), supporting the hypothesis that precise domain structure

tuning is critical for enhancing efficiency. These results underscore the importance of accurate domain length optimization

in achieving effective quasi-phase matching.

Next, we studied the role of pulse duration in signal wave efficiency formation. We examined this at different input

pulse durations (100, 50, and 10 fs). The results are shown in Fig. 4. Pulse duration influences the interaction time

and peak intensity of the waves, with shorter pulses (e.g., 10 fs) enhancing nonlinear effects due to higher intensity

(I ∝ E2/τ ), but requiring careful domain tuning to mitigate dispersion, as quantified below.
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FIG. 4. Numerical calculation results of signal wave generation efficiency, considering all limiting

factors, at pulse durations of 100, 50, and 10 fs

Figure 4 quantifies the combined effects of absorption and dispersion on signal wave formation. Here, the dependence

of signal wave efficiency on crystal length with a regular domain structure is presented for different input pulse durations,

denoted as τ . The results indicate that the dispersion limits signal wave efficiency only when the main pulse duration is

less than 10 fs. Thus, achieving maximum efficiency requires considering dispersion effects and selecting an appropriate

pulse duration. For this range, an optimal domain length should be used, as shorter pulses (10 fs) achieve peak efficiency

of 15 % with d = 0.9Lc, while longer pulses (100, 50 fs) stabilize at 8 – 10 % due to reduced dispersion but lower peak

intensities.

Further, the study examined the role of domain thickness changes, calculated based on coherence length at a fixed

crystal length, in forming the signal pulse. It was found that phase changes caused by dispersion effects can be partially

compensated by adjusting the nonlinear lattice wave number. Fig. 5 shows the dependence of signal wave generation

efficiency on the domain thickness at a fixed periodic crystal length (0.1 cm). Adjusting domain thickness optimizes

quasi-phase matching, aligning wave interactions to mitigate dispersion effects, as quantified below.

FIG. 5. Dependence of signal wave efficiency on domain thickness at a fixed crystal length (0.1 cm)

During the numerical experiment, it was observed that reducing domain thickness increases signal wave generation

efficiency. The results showed that efficiency reaches 18 % when the value decreases to d = 0.9Lc, corresponding to

an efficiency increase of about 13.2 % compared to d = Lc (4.8 %). This enhancement is due to improved quasi-phase
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matching, modeled by the phase mismatch term ∆k (z) = ∆k0 +

(

∂k

∂ω

)

∆ω, which allows partial compensation of

dispersion-induced phase shifts.

Finally, Figure 6 shows the dependence of signal wave amplification efficiency on the length of the periodic crystal

for different domain thicknesses. Calculations were performed for two cases: in the first, domain thickness equals the

coherence length (solid curve, d = Lc), and in the second, domain thickness differs from the coherence length (dashed

curve, d/d0 ≈ 0.868. As in the previous graph, a significant efficiency increase is clearly seen when domain thickness

deviates from the coherence length. This confirms that precise tuning of domain geometry enhances energy transfer by

maintaining phase coherence over longer crystal lengths, consistent with theoretical models of quasi-phase matching.

FIG. 6. Dependence of signal wave efficiency on periodic crystal length (dashed curve at d/d0 ≈ 0.868,

solid curve at d/d0 = 1), d0 = 16.25 µm, τ = 10 fs

4. Conclusion

Thus, this work studied the parametric amplification process of femtosecond pulses in MgO:LiTaO3 crystals with

periodic modulation of quadratic nonlinear susceptibility. By optimizing domain length to 0.9d0, we achieved a signal

wave efficiency of 18 %, a significant improvement over the baseline 4.8 %, demonstrating the potential of precise domain

tuning to mitigate dispersion and absorption effects. The calculation results showed that there is an optimal domain length

at which a significant increase in frequency conversion efficiency is achieved in the nonstationary regime. Additionally,

it was found that even a small deviation of domain size from the coherence length can lead to quasi-phase matching and

partial compensation of phase shifts caused by medium dispersion effects. The influence of linear absorption was also

studied; as calculations showed, it significantly affects the parametric light amplification process in this crystal. These

results advance the understanding of femtosecond parametric amplification in the infrared range and provide a foundation

for designing efficient optical devices, such as tunable IR lasers and amplifiers.
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ABSTRACT We study a scheme of fast-forward adiabatic quantum dynamics of a (2 + 1) Dirac particle. This

scheme was originally proposed by Masuda and Nakamura. In this scheme, we include the adiabatic parameter

that maintains the adiabatic motion of the particle and fast forward its motion by introducing a time scaling

parameter. The fast forward adiabatic state is obtained by determining the regularization term and driving

potential. We introduce the proposed method to the system with the Dirac particle using a (2 + 1) dimension-

time-dependent Dirac equation and obtain the regularization term, the driving scalar potential VFF and the

driving vector potential AFF . By tuning the driving electric field, this method can accelerate the adiabatic

dynamics of an electron as a Dirac particle trapped in the ground state in the plane xy and an electric field in

the x direction and a constant magnetic field in the y direction. This acceleration will preserve the ground state

of the wave function from the initial time to the final time.
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1. Introduction

Attempting to control the dynamics of quantum systems is one of humanity’s biggest dreams in this millennium.

To achieve this, some theoretical frameworks have been developed. The theory currently being developed and widely

used is an adiabatic quantum theorem [1–6], which allows us to maintain the quantum state during the evolution of the

system. Adiabatic quantum dynamics is crucial in understanding how quantum systems evolve, especially in quantum

computing and quantum annealing [7]. However, challenges such as small energy gaps and slow evolution times are

significant hurdles that must be overcome for practical implementation. It takes a very long time to obtain the desired

target state, which is less beneficial when manufacturing a massive product or designing large macroscopic systems.

Some methods have been developed to solve this problem. The fast-forward method is one of the promising methods

developed in many aspects of quantum systems [8–10]. Another method called a shortcut to adiabaticity (STA) has also

attracted much attention [11–14]. A wide variety of techniques have been developed in terms of STA. Transitionless

quantum driving [15, 16], and the STA method from the classical point of view [17–19]. The STA method has also

been considered in term of open quantum systems [20]. The fast-forward scheme is developed to accelerate the adiabatic

quantum dynamics by modifying the original Hamiltonian by introducing the adiabatic time parameter that goes very slow

and tends to zero. Then, by obtaining the additional Hamiltonian to satisfy the Schrodinger equation, the adiabatic time

parameter is replaced by the time scaling magnification factor that goes to infinity. Fast forward methods recently have

been developed to accelerate adiabatic quantum dynamics of quantum spin systems [21–24], quantum tunneling [25, 26],

stochastic heat engine [27] and also on how to accelerate the dynamics of particle which include non-equilibrium steady

states of charged particle [28]. The fast-forward technique and STA method has a strong correlation and it has been

also reported [29]. Some methods are considering the relativistic quantum dynamics that governed by the Dirac equation

[30–32]. The technique of STA on a relativistic quantum system has been found by using time-rescaling methods [33].

Key features of Dirac dynamics include its relativistic nature, prediction of antiparticles, spin-1/2 particle behavior, and

Lorentz invariance, making it essential for understanding the quantum dynamics of relativistic systems [34, 35]. In this

study, we design a method to accelerate relativistic quantum dynamics using a fast-forward scheme on (2+1) dimensional

using the Dirac equation. By applying the fast forward method to the (2 + 1) Dirac particle, we can derive the expression

of driving energy in terms of driving scalar potential, driving vector potential, and driving electric field. These driving

© Setiawan I., Ekawita R., Sugihakim R., Gunara B.E., 2025
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energy can accelerate the adiabatic dynamics of an electron as a Dirac particle trapped in the ground state of the xy
plane. The adiabatic acceleration that preserve the ground state of the wave function from the initial time to the final time,

is essential to improve the unique properties of such two dimensional material like graphene. These techniques aim to

tailor graphene’s unique characteristics to specific applications, such as improving electrical conductivity, and electron

mobility. Recently, this study has developed and attracted a lot of attention due to the ability to describe quasi-particles

in graphene, a revolutionary material with a host of exceptional and remarkable properties [36, 37]. Graphene, a single

layer of carbon atoms arranged in a two-dimensional honeycomb lattice. One of its most intriguing features is its ability

to host massless Dirac fermions. This connection between graphene and Dirac particles arises due to the special nature

of its electronic band structure [38]. Application of fast-forward approach gives one useful protocol to understand and

control this two-dimensional honeycomb lattice which is important for their applications in nanoscale electronic sensors,

heat conductive material, and energy harvesting devices [39]. In Section 2, we shall introduce a time-dependent (2 + 1)
Dirac equation. Section 3 considers about adiabatic dynamics of the Dirac equation. Sections 4 and 5 consider the fast

forward of adiabatic dynamics of the Dirac particle and the example respectively. Section 6 is devoted to the conclusion.

2. Dirac equation

In this section, we briefly introduce and review the literature on the time-dependent Dirac equation. The (2+1)

dimension Dirac equation is written as [40]

i~
∂Ψ(x, y, t)

∂t
= HDΨ(x, y, t), (1)

with Hamiltonian is defined as

HD = (px +Ax)σx + (py +Ay)σy +mc2σz + V0I, (2)

where σx,y,z , px(y), Ax(y), V0 are the Pauli matrices, momenta, vector potentials and scalar potentials, respectively. By

substituting the above Hamiltonian, the time dependent Dirac equation can be rewritten as

i~
∂Ψ(x, y, t)

∂t
=

[

(−i~∂x +Ax)σx + (−i~∂y +Ay)σy +mc2σz + V0I
]

Ψ(x, y, t). (3)

For convenience in notation, we denote prior wave functions (Ψ1,Ψ2). The matrix form of the Dirac equation is written

as

i~







∂Ψ1

∂t
∂Ψ2

∂t






=





mc2 + V0 π−

π+ −mc2 + V0









Ψ1

Ψ2



 , (4)

where π± = πx ± iπy , and

πx(y) = −i~
∂

∂x(y)
+Ax(y). (5)

3. Regularization scheme

We begin by considering a Hamiltonian H0 for the massless Dirac system in (2 + 1) dimensions. The Hamiltonian of

this system is written as

H0 = vF (px +Ax)σx + vF (py +Ay)σy − V0I, (6)

with the effective Fermi velocity vF = c/300, and px, py are the components of momentum, Ax, Ay are the components

of the vector potential, and V0 is the scalar potential. Meanwhile, there is the corresponding spinor Ψ0 for the system that

satisfies the adiabatic dynamics where there is a time-dependent parameter R(t) that is slowly changing over time such

that

R(t) = R0 + εt. (7)

Here ε � 1. Such a spinor can be written as

Ψ0 = eiδn(t)





φ1,n(x, y,R(t))

φ2,n(x, y,R(t))



 , (8)

where δn is the dynamical phase.

To accelerate the adiabatic evolution with a slowly changing time-dependent parameter R(t, ε), a huge time scaling

factor, denoted by α is necessary. Thus, we must create a scheme to regularize the system so that αε is finite. This pro-

cedure is used by modifying the wave function into an adiabatic wave function Ψreg as written in Eq. (8), and modifying
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the potentials as

vFAx(x, y,R(t))σx → vFAx(x, y,R(t))σx + εvFW, (9)

vFAy(x, y,R(t))σy → vFAy(x, y,R(t))σy + εvFW, (10)

−V0(x, y,R(t))I → −V0(x, y,R(t))I− εW, (11)

where W is a 2× 2 matrix, and its components Wij = Wij(x, y,R(t)).

Then, after modifying the potentials of system, we have a regularized Hamiltonian Hreg written as

Hreg = H0(R(t)) + εH, (12)

where

H = (2vF − 1)W. (13)

The governing dynamical equation for regularized system is

i∂tΨ
reg = HregΨreg. (14)

By using Eq. (14) and collecting the O(1), we have

H0Ψ
reg = −∂tδnΨ

reg, (15)

and O(ε) terms

i∂RΨ
reg = (2vF − 1)WΨreg. (16)

Here in the limit ε → 0, α → ∞, and εα ∼ 1, we can suppress the terms of O(ε2). Eq. (15) results in the eigenvalue

equation for the Hamiltonian H0. This implies En = −∂tδn. Meanwhile, we solve Eq. (16) to obtain the matrix W .

The components of the regularized spinor Ψreg and the matrix W are complex numbers. Expanding them into real

and imaginary parts, we have

au11 + cu12 − bv11 − dv12 = − (2vF − 1)
−1

∂Rb, (17)

au21 + cu22 − bv21 − dv22 = − (2vF − 1)
−1

∂Rd, (18)

bu11 + du22 + av11 + cv12 = (2vF − 1)
−1

∂Ra, (19)

bu21 + du22 + av21 + cv22 = (2vF − 1)
−1

∂Rc, (20)

where

W =





u11 u12

u21 u22



+ i





v11 v12

v21 v22



 , (21)

Ψreg =





a

c



+ i





b

d



 . (22)

Eq. (21) is the main equation for the present work. Here, W has a role as a regularization term to fulfill the Dirac equation.

By obtaining W , we can preserve the spinor state of the systems during the evolution of time. However, this will result in

four freedoms of choice of solutions for W .

3.1. The solution of regularization matrix

The system of equations of our regularization matrix is given by

















a c 0 0 −b −d 0 0

0 0 a c 0 0 −b −d

b d 0 0 a c 0 0

0 0 b d 0 0 a c

























































u11

u12

u21

u22

v11

v12

v21

v22









































=
1

2vF − 1

















−∂Rb

−∂Rd

∂Ra

∂Rc

















. (23)
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We find the row echelon form of the equation is





















1
c

a
0 0 −

b

a
−
d

a
0 0

0 1 0 0
a2 + b2

ad− bc

ac+ bd

ad− bc
0 0

0 0 1
c

a
0 0 −

b

a
−
d

a

0 0 0 1 0 0
a2 + b2

ad− bc

ac+ bd

ad− bc





























































u11

u12

u21

u22

v11

v12

v21

v22









































=
1

2vF − 1





















−
∂Rb

a
a∂Ra+ b∂Rb

ad− bc

−
∂Rd

a
a∂Rc+ b∂Rd

ad− bc





















. (24)

From the above equation, we see that there are four free variables, which are {v11, v12, v21, v22}.

To solve the algebraic equation in Eq. (24), we should pick up only four unknown variables so that the number of

equations and the number of variables are matched. Here we assume that all imaginary parts of W are zero, that is,

vij = 0. So,

u11 =
1

2vF − 1

(

−
a∂Ra+ b∂Rb

ad− bc

c

a
−

∂Rb

a

)

, (25)

u12 =
1

2vF − 1

a∂Ra+ b∂Rb

ad− bc
, (26)

u21 =
1

2vF − 1

(

−
a∂Rc+ b∂Rd

ad− bc

c

a
−

∂Rd

a

)

, (27)

u12 =
1

2vF − 1

a∂Rc+ b∂Rd

ad− bc
. (28)

4. Fast-forward of adiabatic Dirac dynamics

We define the fast-forwarded spinor as

ΨFF (x, y, t) = Ψreg(x, y,R(Λ(t))) =





φreg
1 (x, y,R(Λ(t)))

φreg
2 (x, y,R(Λ(t)))



 eiδn(Λ(t)) (29)

while in this time δn(Λ(t)) = −

t
∫

0

dsEn(R(Λ(s))) in natural units. Here Λ(t) is defined by

Λ(t) =

t
∫

0

α(t′)dt′, (30)

with the standard time t. α(t) is an arbitrary magnification time scale factor that satisfies α(0) = 1, α(t) > 1(0 < t <
TFF ) and α(t) = 1(t ≥ TFF ). For a long final time T in the original adiabatic dynamics, we can consider the fast forward

dynamics with a new time variable which reproduces the target state Ψ
(n)
0 (R(T )) in a shorter final time TFF defined by

T =

TFF
∫

0

α(t)dt. (31)

The simplest expression for α(t) in the fast-forward range (0 ≤ t ≤ TFF ) is given by [9] as :

α(t) = ᾱ− (ᾱ− 1) cos(
2π

TFF
t), (32)

where ᾱ is the mean value of α(t) given by ᾱ = T/TFF , while the limit ᾱ → ∞ and ε → 0 under the constraint of

ᾱε ≡ v̄. Here R(Λ(t)) is given by [9]

R(Λ(t)) = R0 + 2v̄





t

2
−

TFF sin
(

2πt
TFF

)

4π



 . (33)
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We postulate that the fast-forwarded spinor satisfies the Dirac equation as follows

i
∂ΨFF

∂t
=





m+ VFF + V reg
0 πFF

−

πFF
+ −m+ VFF + V reg

0



ΨFF , (34)

where

V reg
0 = V0 + εW̃ , (35)

πFF
+ = −i

∂

∂x
+

∂

∂y
+A0

x + iA0
y +AFF

x + iAFF
y , (36)

πFF
− = −i

∂

∂x
−

∂

∂y
+A0

x − iA0
y +AFF

x − iAFF
y . (37)

By substituting ΨFF in Eq. (29) to Eq. (34), we see

i
∂Ψreg

∂t
=





m+ VFF + V reg
0 πFF

−

πFF
+ −m+ VFF + V reg

0









φreg
1

φreg
2



 (38)

We apply the time rescaled t → Λ(t) as

i
∂Ψreg

∂Λ(t)
=





m+ V reg
0 π0

−

π0
+ −m+ V reg

0



Ψreg, (39)

where

π0
± = −i

∂

∂x
±

∂

∂y
+A0

x ± iA0
y (40)

By taking the time derivation of Eq. (39) and noting dΛ(t) = α(t)dt, with the limit ε → 0 and α → ∞, αε → v(t), we

see (the detailed derivation given at Appendix)




VFF AFF
x − iAFF

y

AFF
x + iAFF

y VFF









φ̄1

φ̄2



 = v(t)





W W − iW

W + iW W









φ̄1

φ̄2



 (41)

The electric and magnetic fields are related to the driving vector potential VFF and the driving vector potential AFF as

EFF = −
dAFF

dt
−∇VFF and BFF = ∇×AFF , respectively.

5. Examples

We apply our calculation to a system that has a constant magnetic field perpendicular to the graphene plane in the

positive direction of the z axis. This is the very well-known case of Landau levels [41]. We use their solution, for n > 0,

written as:




φn
1

φn
2



 = eiky





ϕn−1(x)

iϕn(x)



 , (42)

where the eigenfunctions are given in terms of the Hermite polynomials, which correspond to harmonic oscillator poten-

tial:

ϕn(x) = cne
−z2/2Hn(z(x)), z(x) =

√

ω

2

(

x−
2k

ω

)

. (43)

We define the adiabatic parameter as transforming the spatial variable of x as

x → x−R(t). (44)

After calculation from Eqs. 25-28, we found the solution for W ,

W =

√

ω

2

1

2vF − 1







0 z
ϕn−1

ϕn
− 2(n− 1)

cn−1

cn−2

ϕn−2

ϕn

z
ϕn

ϕn−1
− 2n

cn
cn−1

0






. (45)

For a constant magnetic field B(x) = 1/2 and ω = k = 1, the density of the wave function ρ (solid line) and the current

density j (dotted line) with n = 1 are depicted in Fig. 1. Using the regularization term W , we obtained the same wave

function from the initial to the final time of evolution, and the time to obtain the target state is shorter. The regularization

term preserves the wave function, and the final state is obtained in a shorter time.

The regularization term for (2 + 1) Dirac systems appears only in terms of the real part. There are four freedoms of

choice to solve the regularization term. Here, we suppress the imaginary part of W in order to become more practical in

realization. We see that the regularization term W fulfills the Dirac equation and guarantees the adiabatic wave function.
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FIG. 1. Probability and current density of wave function with constant magnetic field and n = 1

Once the driving scalar and vector potential have been obtained, the targeted wave function will be obtained in a shorter

time.

6. Conclusion

We have presented the fast-forward method of adiabatic quantum dynamics for a Dirac particle. This scheme is

proposed to accelerate the spinor component of the wave function without disturbing the eigenstate of the system. During

the evolution, we will obtain exactly the same eigenstate from the initial time to the final time. Using this scheme, we

can reach the target state at any desired time. The strategy used in this scheme is the combination of two opposite ideas:

infinitely large time-magnification factor (ᾱ) and infinitely small growth rate (ε) of the adiabatic parameter. To accelerate

the adiabatic wave function we have to obtain the regularization term of Hamiltonian to guarantee the adiabatic motion.

Then, by calculating the driving scalar potential and the driving vector potential, the time to obtain the target state will be

shorter. As a typical example, we considered the adiabatic dynamics of the Dirac particle. We obtain the driving scalar

potential VFF and the driving vector potential AFF . By tuning the electric field, we can accelerate the adiabatic electron

dynamics in the ground state trapped in the plane xy, an electric field in the x direction, and a constant magnetic field in

the z direction. This acceleration will preserve the ground state of the wave function from the initial time to the final time.

The fast-forward method gives one a useful protocol for understanding and controlling graphene as a two-dimensional

honeycomb lattice, which is important for their applications in nanoscale electronic devices and superconductor.

Appendix : Derivation for the driving potential in (2 + 1) Dirac equation

We see on the left hand side of Eq. (39)

i~
∂Ψreg

α(t)∂t
= i~

[

−
i

~
αEΨreg +

∂Ψreg

∂t

]

eiδn(Λ(t)), (A.46)

and on the right hand side

α





m+ V reg
0 π0

−

π0
+ −m+ V reg

0



Ψreg, (A.47)

then we have

αE





φreg
1

φreg
2



+ i~
∂

∂t
Ψreg = α





m+ V reg
0 π0

−

π0
+ −m+ V reg

0



Ψreg. (A.48)

By deleting
∂Ψreg

∂t
, and from Eq. (38) and Eq. (A.48), we see





m+ VFF + V reg
0 πFF

−

πFF
+ −m+ VFF + V reg

0









φreg
1

φreg
2



 = α





m+ V reg
0 π0

−

π0
+ −m+ V reg

0



Ψreg−(α−1)E





φreg
1

φreg
2





(A.49)
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Now we apply

Ψreg(x, y,R(t) = Ψreg(x, y,R(t) =





φ̄1(x, y,R(Λ(t)))

φ̄2(x, y,R(Λ(t)))



 (A.50)

Substituting above spinor state to Eq. (A.49), we see




m+ VFF + V reg
0 πFF

−

πFF
+ −m+ VFF + V reg

0









φ̄1

φ̄2



 = α





m+ V reg
0 π0

−

π0
+ −m+ V reg

0









φ̄1

φ̄2



−(α−1)E





φ̄1

φ̄2





(A.51)

From Eq. (A.51), we see the eigen value problem as

−(α− 1)





m+ V0 π0
−

π0
+ −m+ V0









φ̄1

φ̄2



 = −(α− 1)E





φ̄1

φ̄2



 (A.52)

Eq. (A.51) can be rewritten as




VFF AFF
x − iAFF

y

AFF
x + iAFF

y VFF









φ̄1

φ̄2



 = ε(α− 1)





W W − iW

W + iW W









φ̄1

φ̄2



 (A.53)

Noting dΛ(t) = α(t)dt and taking the limit ε → 0 and α → ∞, αε → v(t), we will obtain Eq. (41)
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1. Introduction

The subject of quantum dot (QD) has been extensively studied both theoretically [1–3] and experimentally [4,5] over

the last four decades and a wealth of data on the electronic, thermodynamics optical and magnetic properties of QDs have

piled up in the literature. One of the essential information that is required to carry out a theoretical investigation for the

electronic and several other properties of a QD is the nature of the potential that is responsible for the confinement of the

electrons in the QD. Several initial investigations have considered the confinement potential as a square well. According

to this potential, the force experienced by the particles inside a QD is zero which is of course not true. Thus, the square-

well potential is an over-simplified approximation of a realistic QD. Later, it has been shown based on the generalized

Kohn theorem and the magneto-optical experiments that the confinement potential in a QD is essentially harmonic in

character [6, 7]. This triggered a large number of theoretical studies in this area [8–10] as the parabolic potential can be

handled much more easily. Some relatively recent experimental observations have advocated that the QD confinement

potential does not truly conform to the parabolic form but in reality has an anharmonic character. Motivated by these new

observations, Adamowsky and collaborators [11] have considered an attractive Gaussian potential as a model for the QD

confinement potential to investigate certain properties of a QD. It turns out that a Gaussian potential is a much better model

for quantum confinement in a QD than the parabolic potential or the square-well potential. The Gaussian potential mimics

the behaviour of a harmonic potential near the minimum and therefore it does satisfy the generalized Kohn’s theorem for

low-lying states [6]. Because of its finite depth, the Gaussian potential can take care of realistic phenomena like ionization

and tunneling processes which are not possible with a parabolic potential. Also, since this potential is smooth at the dot

boundary, it is mathematically more convenient to handle [12, 13]. Another advantage of the Gaussian potential over the

power law anharmonic potentials is that the latter can lead to divergences at larger distances.

Since in polar semiconductor QDs, the scale of the electron-longitudinal-optical (LO)-phonon interaction energy is of

the same order as that of the confinement energy and the repulsive Coulomb energy, the electron-LO-phonon interaction

is expected to influence the electronic properties equally as the other potentials do [1–3, 8–10, 13]. Indeed, the electron-

phonon interaction has been shown to produce pronounced effects on the various properties of a polar Semiconductor QD.

Most studies in this context have been essentially confined to the ground state (GS) [12, 13] and the investigations on the
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excited states [14] have been only few and far between. Also the research studies have been mostly limited to square well

and parabolic confining potentials [7–9, 15].

Chatterjee and collaborators [13] have carried out extensive studies on the GS polaronic properties of a Gaussian QD

(GQD) using several approximate methods. The purpose of the present paper is to explore the nature of the polaronic

correction to the first excited state (ES) of a one-electron GQD. Since the contribution of the electron-phonon interaction

to the polaronic correction according to the first-order Rayleigh-Schrodinger perturbation theory (RSPT) vanishes, we

will use the second-order RSPT in this work to obtain the lowest-order polaronic effect [14–18]. The knowledge of the

excited states would be important for the study of optical properties of a QD system. We will formulate our theory for a

general N-dimensional (ND) QD and finally get results for a 3D QD.

2. Main results

Let us consider a system of an electron that moves in an ND GQD and interacts with its LO phonons of dispersionless

frequency ω0. The system under consideration can be modeled by the modified Frohlich Hamiltonian in the Feynman

dimensionless units as [8, 19]

H =
p
2

2
− Voe

− r2

2R2 +
∑

q

b†
q
bq +

∑

q

(
ξq e

−iq.r b†
q
+ h.c.

)
, (1)

where all the vectors are N dimensional, r (p) is the electron position (momentum) operator, Vo (R) is the depth (range)

of the Gaussian confinement potential, b†
q
(b

q
) is the creation (annihilation) operator the LO phonons of wave vector q

and energy ~ωo and ξq is the electron-phonon interaction coefficient which is given by [1, 5, 8]

∣∣ξ−→q
∣∣2 =



Γ
(

(N−1)
2

)
2(N− 3

2 ) π
(N−1)

2

vN qN−1


α, (2)

where α is the dimensionless electron-phonon coupling constant which depends on the material parameters and vN is the

dimensionless volume of the N -dimensional QD. In 3D,
∣∣ξ−→q

∣∣2 is given by the usual expression:

∣∣ξ−→q
∣∣2 =

(
2
√
2π

υNq2

)
α (3)

We assume that at least for low-lying states, it is possible to write the Gaussian potential as a sum of a harmonic potential

and a small perturbative potential [20, 22]. So we rewrite Eq. (1) as

H =
p
2

2
+

1

2
ω̃2
hr

2 − Vo +
∑

q

b†
q
bq + λ

[
−Vo

(
e

−r2

2R2 − 1

)
− 1

2
ω̃2
hr

2

]
+
∑

−→q

(
ξ−→q e

−i−→q .−→r b†−→q + h.c.
)
, (4)

where we have added and subtracted a parabolic potential and introduced a parameter λ. For λ = 0, the confinement

potential becomes parabolic while for λ = 1, Eq. (4) describes a Gaussian confinement potential. We choose: ω̃h =√
Vo/R so that the lowest-order perturbative term for the confinement potential becomes quartic in (r/R) . Let us now

write the Hamiltonian (4) as

H = H0 +H1 +H2, (5)

where

H0 =
p
2

2
+

1

2
ω̃2
hr

2 − Vo +
∑

q

b†
q
bq , (6)

H1 = λ

[
−Vo

(
e

−r2

2R2 − 1

)
− 1

2
ω̃2
hr

2

]
, (7)

H2 =
∑

−→q

(
ξ−→q e

−i−→q .−→r b†−→q + h.c.
)
, (8)

where H0 is exactly soluble, the harmonic oscillator part having the GS wave function φND
0 (r) and H1 and H2 can be

treated as perturbations. We approximate the λ-term by its average w.r.t. φND
0 (r). Thus, we write:

λ

[
−Vo

r2

(
e

−r2

2R2 − 1

)
− 1

2
ω̃2
h

]
r2 ≈ −λ

〈
φND
0 (r)

∣∣∣
[
1

2
ω̃2
h +

Vo

r2

(
e−

r2

2R2 − 1
)] ∣∣∣φND

0 (r)
〉
r2 =

= λVo

[
2ω̃h

N − 2
− 1

R2
− 4R2ω̃

N/2
h

(N − 2) (2R2ω̃h + 1)
(N−2)/2

]
r2. (9)

Substituting Eq. (9) in (5), we have an effective parabolic QD problem given by the effective Hamiltonian:

Heff =
p
2

2
+

1

2
ω2
hr

2 − Vo +
∑

q

b†
q
bq +H2 = Hhar − Vo +

∑

q

b†
q
bq +H2 = Heff

o +H2, (10)
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where

Heff
o = Hhar − Vo +

∑

q

b†
q
bq, (11)

Hhar =
p
2

2
+

1

2
ω2
hr

2, ωh =

[
(1− λ) ω̃2

h +
4λVoω̃h

(N − 2)

(
1−

{(
1 +

ω̃h

2Vo

)
N

2
− 1

}−1
)]1/2

. (12)

We shall consider Heff
o as an unperturbed Hamiltonian and H2 as the perturbation. The eigenstate of Heff

o can be written

as
∣∣φND

j

〉⊗
|n〉, where

∣∣φND
j

〉
satisfies the Schrödinger equation

Hharφ
ND
j (r) = END

j φND
j (r) , (13)

with

φND
j (r) =

(
ωh

N/2

πN/22j1+j2+···+jN (j1!j2! . . . jN !)

)1/2

× Hj1 (
√
ωhx1)Hj2 (

√
ωhx2) . . . .HjN (

√
ωhxN ) e−

1
2ωhr

2

, (14)

Hji (
√
ωhxi) being the Hermite polynomial and

END
j =

(
j1 + j2 + · · ·+ jN +

1

2
N

)
ωh, (15)

and | n〉 =
∏

q

| nq〉 , where nq = 0, 1, 2, 3 . . . etc., is the eigen state of Hph =
∑

q

b†
q
bq belonging to the eigen value

n i.e.,

Hph |n〉 =
∑

q

b†
q
bq |n〉 =

∑

q

nq |n〉 = n |n〉 ,

where |0〉 =
∏

q

| 0q〉, bq| 0q〉 = 0 for all q and
∑

q

nq = n. As we have already mentioned, the lowest-order perturba-

tive contribution from the electron-phonon interaction H2 comes from the second-order RSPT. We are here interested in

calculating the polaronic correction to the first ES energy of Heff
o due to H2 [3, 13].

The second-order RSPT correction of the electron-phonon interaction H2 to the first ES energy of Heff
o is given by

the expression [14, 15]:

∆END
1 = −

∑

jn

∣∣〈φND
j

∣∣ 〈n | H2 | 0〉
∣∣φND

1

〉 ∣∣2

END
j − END

1 + n
, (16)

which can be easily simplified to

∆END
1 =

∑

j

∑

q

∣∣〈φND
j

∣∣ ξqe−iq.r
∣∣ φND

1

〉∣∣2

END
j − END

1 + 1
(17)

Applying the transformation

1

END
j − END

1 + 1
=

∝∫

0

e−(E
ND
j −END

1 +1)tdt (18)

and the sum rule for the Hermite Polynomials

∑

n

1

2nn!
Hn (λx)Hn (λx

ι)× exp

[
−λ2

2

(
x2 + xι2

)
− 2np

]
=

=
ep√

2sinh(2p)
exp

{
−1

4
λ2
[
(x+ xι)

2
tanh (p)

]
+ (x− xι)

2
coth(p)

}
, (19)

we obtain

∆END
1 = − α

8
√
ωh

Γ ((N− 1)/2)

Γ (N/2 + 1)
×
[
(2N − 1)B

(
1

ωh
,
1

2

)
+B

(
(
1

ωh
− 1),

1

2

)]
, (20)

B(x, y) being the beta function. Finally, in terms of simpler functions, the first ES polaron energy is given in second-order

RSPT as

END
1,per =

N + 2

2
ωh − α

√
π

2l

Γ
(
N−1
2

)

Γ
(
N
2

)
Γ
(

1
ωh

+ 1
)

Γ
(

1
ωh

+ 1
2

) ×
(
1 +

ωh

4N (1− ωh)

)
. (21)

which can be calculated numerically to give the first ES energy of a GQD with polaronic interaction. One may note that

the present approximation leads to a divergent result in 2D and therefore it cannot be applied to a 2D QD. This however

is not a matter of concern here since we are interested in a 3D QD in this work, as mentioned earlier. For the sake of
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completeness, we would like to mention that a slightly different approximation can be made to obtain results for a 2D

GQD. For example, Eq. (9) can alternatively be approximated as

λ

[
−Vo

r2

(
e

−r2

2R2 − 1

)
− 1

2
ω̃2
h

]
r2 ≈ −λ

〈
φND
0 (r)

∣∣∣
[
1

2
ω̃2
h +

Vo

r2

(
e−

r2

2R2 − 1
)] ∣∣∣φND

0 (r)
〉
r2 ≈

≈ −λ

[
1

2
ω̃2
h +

Vo〈
φND
0 (r)

∣∣ r2
∣∣ φND

0 (r)
〉
(〈

φND
0 (r)

∣∣∣ e−
r2

2R2

∣∣∣ φND
0 (r)

〉
− 1
)]

r2, (22)

which gives

ωh =
[
(1− λ) ω̃2

h + 2λV0ω̃h

{
1− 2ω̃hR

2
(
1 + 2ω̃hR

2
)−1
}]1/2

. (23)

One can easily see that the approximation made in Eq. (9) is supposed to give better results in all dimensions except

in 2D. Therefore, we use Eq. (21) in this work, as we are interested here in a 3D GQD.

We are interested in applying our theory to a realistic material. Since GaAs QD is a useful QD for technological

applications, we apply in this work our theory to a GaAs QD with Gaussian confinement. For GaAs, we have considered

m = 0.066 m0, α = 0.068 and ~ω0 = 36.7 meV [3,21]. Fig. 1. shows the behaviour of the ES polaronic correction −4E
(in meV) with respect to the effective QD size R (in nm) for GQD of GaAs for different strengths of the confinement

potential (V0) [22]. One may note that in the effective parabolic problem, the energy of the first excited state electron

plus the zero phonon energy is degenerate with the electron GS energy plus the one LO-phonon energy. Because of this

degeneracy, an electron in the first ES of the effective QD problem is unstable to the emission of an LO phonon. This

instability is expected to show up in the first ES polaronic correction in the form of a singularity. Indeed, the singularity

structure is clearly visible in Fig. 1. For different potential strengths V0, the singularity in the ES polaronic correction

occurs at different values of the range R. As V0 increases, the value of R at which the singularity appears also increases.

Thus, the singularity point can be tuned by tuning the potential. In general (except around the singularity), the polaronic

correction increases as the QD size decreases. The figure also shows that, as the confinement length is sufficiently

reduced, the polaronic correction may become substantially large. For large values of R, the electron- phonon interaction

corrections appear to be independent of R, as one would naturally expect in the case of bulk material. Therefore, we may

conclude that the effect of electron- phonon interaction on the first ES of a GQD is really important when the size of the

size of the GQD is small.

FIG. 1. Polaronic correction ∆E (in meV) to the first ES energy of an electron in GQD of GaAs with

respect to R (in nm)

3. Conclusion

In conclusion, we have studied the effect of electron-LO-phonon interaction on the first ES energy level of an electron

in a 3D GQD using second order RSPT. We have obtained an analytical expression for the first ES polaronic energy under

a plausible approximation. Since we are interested in a realistic material, we have applied our results to a GaAs polar

semiconductor QD. We have shown how the polaronic correction to the first ES energy of an electron in a GQD of GaAs

behaves as a function of the effective confinement length for two values of the potential strengths. The energy curves

show the singularity behaviour that corresponds to the instability of the first ES electron to the emission of an LO phonon.
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Our results show that the polaronic effect to the electron in the ES of a GaAs GQD can be significantly large if the size

of the QD is small. Since the information of the energies and wave functions of the excited state is important for the

study of decoherence phenomena particularly the decoherence time, our results could be useful for quantum information

processing.
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ABSTRACT Phase-randomized coherent states are widely used in various applications of quantum optics. They

are best known to be the core part of decoy-state quantum key distribution protocols with phase-coding. From

the perspective of future development of quantum protocol architecture, it is important to determine whether

phase randomization can be applied at an arbitrary stage of an optical scheme without affecting the informa-

tional properties of the quantum system. In this paper, using the superoperator formalism, we have shown that

phase randomization of a two-mode coherent state commutes with linear optical transformations. This implies

that phase randomization can be applied virtually at any point within the optical setup. We further demonstrate

that the Holevo bound for such a state coincides with that of regular coherent states, bearing in mind that the

Holevo bound quantifies only the maximum amount of information accessible to an eavesdropper. Advantages

of phase-randomized coherent states compare to regular ones in particular cases of eavesdropper’s strategies

should be considered separately. Also, these findings indicate that phase randomization can be directly applied

to a subcarrier wave quantum key distribution type of systems, opening prospects for its future development.

KEYWORDS coherent states, phase randomization, phase-averaged coherent states, quantum key distribution,

Holevo bound, subcarrier wave quantum key distribution.
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1. Introduction

Phase-randomized or phase-averaged coherent states (PHAVs) are peculiar quantum optical states: a mixture of Fock

states with Poissonian distribution. In particular, they are known to be utilized in the study of generalized Hong-Ou-

Mandel effect [1]. However, they are best known in the context of quantum key distribution (QKD) protocols based on

weak coherent states. Especially, two-moded ones are widely used in protocols with phase-coding, implying utilization

of Mach-Zehnder interferometer [2, 3], or other interferometric schemes [4–8]. Compare to single photons, attenuated

laser radiation - treated as weak coherent states - can contain more than one photon, which may compromise the security

of such protocols for quantum communication, and PHAVs have proven to be an effective tool for enhancing the security

of weak coherent state QKD protocols [9], leading to the development of decoy-state QKD protocols [10]. Since then,

PHAVs have become critically important in quantum communication. Their properties have been extensively studied,

revealing the non-Gaussian nature of their Wigner functions, simple methods of generation, and a growing range of

applications [11–17].

Practical decoy-state QKD protocols with phase-coding utilize multi-mode (precisely, two-mode) PHAVs. The main

difference compare to single-mode PHAVs is that multi-mode ones may contain relative phase. And, unlike single-mode

PHAVs, the informational properties of multimode PHAVs remain incompletely characterized. In this paper, we focus on

exploration in regards to the order of optical transformations including phase-randomization taken place in QKD optical

schemes, and how this order might affect the informational aspects. In other words, our goal is to elaborate on whether

phase randomization in two-mode systems commutes with linear optical transformations and what consequences of the

ordering choice are.

© Guselnikov M.S., Gaidash A.A., Miroshnichenko G.P., Kozubov A.V., 2025
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2. Commutation of phase-randomization with transformations of linear optics

First, consider a density matrix ρ of a two-mode phase-randomized state constructed from coherent states |α〉 and

|β〉, where α = |α|eiθ and β = |β|ei(θ+φ) are complex amplitudes of coherent states, respectively,

ρ(φ) =

∫

|α〉〈α| ⊗ |β〉〈β|
dθ

2π
. (1)

Density matrix above can be expressed in terms of superoperator notation:

ρ(φ) = N

∫

e
←−−−−−−−−
(αa†

1+βa
†
2)+
−−−−−−−−−→
(α∗a1+β∗a2)|0〉〈0|

dθ

2π
=

N

∞
∑

n=0

n
∑

k=0

←−−−−−−−−−−−−
(|α|a†1 + |β|e

iφa
†
2)

n−k
−−−−−−−−−−−−−−→
(|α|a1 + |β|e

−iφa2))
kδn−2k,0

(n− k)!k!
|0〉〈0| =

= N

∞
∑

n=0

(

←−−−−−−−−−−−−
(|α|a†1 + |β|e

iφa
†
2)
−−−−−−−−−−−−−−→
(|α|a1 + |β|e

−iφa2))
)n

n!n!
|0〉〈0| =

= N
∑

n

(K
(+)
R(φ))

n

n!n!
|0〉〈0|, R(φ) =





|α|2 |αβ|e−iφ

|αβ|eiφ |β|2



 , (2)

where we have integrated over the common phase θ of the two coherent states; a
†
i (ai) is the creation (annihilation)

operator of the ith mode, N = e−|α|
2−|β|2 is normalization constant, also K

(+)
R(φ) =

∑

ij

R(φ)ij
←−
â
†
i

−→
âj introduced in [18],

←−
AB = AB and

−→
AB = BA is left- and right-action notation for superoprators, ( · )∗ denotes complex conjugation and

( · )† denotes the Hermitian conjugation, δij is the Kronecker delta-symbol. Obtained superoperator form provides some

explicit insights on the properties of the state, that will be discussed further.

We discuss additional transformations applied to the state, that may take place before or after the phase randomization.

Expression of the state in the superoperator notation (2) explicitly shows that any transformation that maps a set of creation

(annihilation) operators to a different set of creation (annihilation) operators, in particular, of the form a
†
i →

∑

j

Mija
†
j

for a given matrix Mij , preserves the state to be phase-randomized. Basically, these are transformations that describe

actions of linear optics devices. Note, it may even change the number of considered modes. The same holds true for the

coherent state before the phase randomization, i.e. the same transformation preserves the state to be coherent. We may

conclude, then, that this type of transformations should be commutative with phase-randomization. Consider sequential

actions of the transformation (M) and phase-randomization (PR) and vice versa to show that they are indeed commutative:

⊗j |αj〉 = N0e
∑

j

←−−−
αja

†
j |0〉

PR
−−→ N2

0

∞
∑

n=0

(

(
∑

j

←−−
αja
†
j)(
∑

j

−−→
α∗jaj)

)n

n!n!
|0〉〈0|

↓M

N2
0

∞
∑

n=0

(

(
∑

jk

←−−−−−−−−−−
|αj |e

iφjMjka
†
k)(
∑

jk

−−−−−−−−−−−→
|αj |e

−iφjM
†
jkak)

)n

n!n!
|0〉〈0| (3)

↑ PR

⊗j |αj〉 = N0e
∑

j

←−−−
αja

†
j |0〉

M
−→ N0e

∑
jk

←−−−−−−
αjMkja

†

k |0〉

where N0 is normalization constant. Thus, phase randomization and transformation provided by elements of linear optics

are commutative operations.

3. Consequences of the ordering choice for a QKD

As mentioned in the introduction, phase-randomized states are employed in QKD, especially in decoy-states schemes.

The essential parts of such QKD schemes are beamsplitters as well as phase modulators (as a part of Mach-Zehnder

interferometer scheme), where the latter can be described by the following transformation: eiφa
†aa†e−iφa

†a = a†eiφ, that

also agrees with the provided point above in regard to commutativity. The main idea of phase randomization in the decoy

state method is to separate the single-photon fraction of the received mixture of Fock states. Thus, practically, the phase

randomization process, according to the conclusions made above, can be applied to the state at any point of the optical

scheme, even at the receiver’s side, and, at the first glance, that may lead to a new design of protocols. Indeed, from the
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point of view of legitimate user only, it does not affect the performance of QKD setup. However, and we shall emphasize

that, position of phase-randomization obviously may impact the information accessible to an eavesdropper.

In order to elaborate on the latter issue, we shall estimate the difference of regular coherent states and phase-

randomized coherent states in regard to provided to eavesdropper information. Thus, we propose to compare the Holevo

bound for these two types of states as rather simple example without necessity of considering special cases, that is given

by

χ = S(ρ)−
∑

i

piS(ρ(φi)), (4)

where ρ =
∑

i

piρ(φi) is the density matrix of an ensemble, S(ρ) = −Tr(ρ log2 ρ) is von Neumann entropy. Further

two phases φ0 = 0 and φ1 = π within one informational basis will be considered. Also, their probabilities of choosing

are equal, i.e. p0 = p1 =
1

2
. For coherent states, Holevo bound is well known and is given by

χCS = h
(1− e−2|β|

2

2

)

, (5)

h(x) = −x log2(x)− (1− x) log2(1− x), (6)

where the latter is the binary entropy function. As for the phase-randomized states, von Neumann entropy can be estimated

by eigenvalues λi of the density matrix: S(ρ) = −
∑

i

λi log2 λi. Eigenvalues of ρ(φ) can be easily calculated by

introduced in [18] superoperator algebra: adjoint action of N
(−)
iV = i

∑

nm

Vnm(
←−−−
â†nâm −

−−−→
â†nâm) provides unitary rotation

of the matrix R(φ) in K
(+)
R(φ) and thus can be diagonalized, i.e.

eN
(−)
iV K

(+)
R(φ)e

−N
(−)
iV = K

(+)

eiV R(φ)e−iV = K
(+)

UR(φ)U† , (7)

where U is given by

U =
1

√

|α|2 + |β|2





−|β|eiφ |α|

|α|eiφ |β|



 . (8)

According to (7), R has two eigenvalues: 0 and |α|2 + |β|2, so ρ(φ) can be expressed in its diagonalized form as follows:

ρdiag(φ) = N

∞
∑

n=0

(|α|2 + |β|2)n

n!
|n〉〈n| ⊗ |n〉〈n|. (9)

Since

[

g(n)|n〉〈n| ⊗ |n〉〈n|, g(k)|k〉〈k| ⊗ |k〉〈k|
]

= 0, (10)

g(n) =
(|α|2 + |β|2)n

n!
, (11)

where [ · , · ] stands for commutator, operators under the sum can be diagonalized by the same eigenoperators, and

non-zero eigenvalue of ρ(φ) can be determined as

λ = N
∑

n

(|α|2 + |β|2)n

n!
= 1. (12)

Both ρ(0) and ρ(π) have the same non-zero eigenvalue: λ = 1. Thus, they do not contribute to the Holevo bound

quantity. However, for the ensemble density matrix ρ =
1

2
(ρ(0) + ρ(π)) introduced superoperator algebra cannot be

directly applied, since superoperators of (K
(+)
R(0))

n + (K
(+)
R(π))

n cannot be simultaneously diagonalized. So, firstly, we

express the density matrix in the Fock basis in its general form as follows:

ρ = N

∞
∑

n=0

n
∑

k,p=0

|α|2n−(k+p)|β|k+p(1 + (−1)k−p)

2
√

(n− k)!(n− p)!k!p!
|n− k〉〈n− p| ⊗ |k〉〈p|. (13)



314 M. S. Guselnikov, A. A. Gaidash, A. V. Kozubov, G. P. Miroshnichenko

Note, that
[

A(n, k, p), A(m, k′, p′)
]

= 0, (14)

A(n, k, p) =

n
∑

k,p=0

f(n, k, p)|n− k〉〈n− p| ⊗ |k〉〈p|, (15)

f(n, k, p) =
|α|2n−(k+p)|β|k+p(1 + (−1)k−p)

2
√

(n− k)!(n− p)!k!p!
, (16)

as well, so operators A(n, k, p) under the sum for different values of n in ρ share the same eigenoperators, and thus they

can be diagonalized simultaneously. Therefore eigenvalues of ρ are determined by the sum of eigenvalues of A(n, k, p)
for all values of n. Characteristic equation for each A(n, k, p) is given by

λn−1

(

(−1)n+1λ2 +
( (−|α|2 − |β|2)n

n!

)

λ+

+
(−1)n+1|αβ|2

n!n!

n−1
∑

m=0

(

(

2n

2m+ 1

)

|α|4(n−m−1)|β|4m

2

)

)

= 0, (17)

and there are only two non-zero eigenvalues, thus

λ± = N

∞
∑

n=0

λn,± = N

∞
∑

n=0

(|α|2 + |β|2)n ± (|α|2 − |β|2)n

2(n!)
=

1± e−2|β|
2

2
, (18)

and, respectively, the Holevo bound for two-mode phase-randomized coherent state χPR is equal to the Holevo bound for

regular coherent states χCS . Dependence of the Holevo bound on |β| is shown in Fig. 1.

FIG. 1. Dependence of the Holevo bound χ for PHAV ensemble state ρ =
1

2
(ρ(0)+ρ(π)), where ρ(φ)

is defined in Eq. (2), on the absolute value of the amplitude of the coherent state |β| as it shown in

Eq. (6)

At this point, we have shown that the phase randomization of two-mode coherent state do not influence the maximum

of accessible for an eavesdropper information. Unfortunately, consideration of special cases of eavesdropper’s interactions

with the states, whether they are regular coherent or PHAV ones, is obligatory for a security analysis. For instance, in

case of unambiguous state discrimination (USD) [19–23], an eavesdropper can easily construct positive operator-valued

measure (POVM) for a set of linearly independent pure states, such as a set of coherent states. However, mixed states may

introduce linear dependency, and in this case USD POVM cannot be constructed.

4. Implementation to subcarrier wave quantum key distribution

Another thing to note is that, from the observations, it immediately follows that multi-moded phase-randomized

coherent state can be created by applying multi-mode (generalized) beamsplitter to a single-mode phase-randomized

coherent state. Therefore, phase modulation with harmonic signal, as it is employed in subcarrier wave (SCW) QKD
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[23–27], also produce multi-moded phase-randomized coherent state, since the provided transformation of annihilation

(creation) operator is given by

ai =

S
∑

j=−S

DS
ij(µ, ν, η)aj , (19)

where DS
ij(µ, ν, η) is the Wigner D-function with S being a number of interaction modes, µ, ν, and η are some angles that

define axes of rotation [28]. Considering the stated above, it appears that the decoy-state method may be directly applied

to an SCW QKD protocol as well, providing a new variation of the protocol. However, in order to make a final decision on

that and elaborate full decoy-state protocol for an SCW setup, a few points should be addressed prior in regards. The first

one is accurate selection of single-photon fraction of the signal, that may be non-trivial problem for a milti-mode states

with high (approaching to infinity) amount of modes, and parameter estimation, such as quantum bit error of detection

events that have originated from single-photon signals. The second is required analysis of discrete phase-randomization,

as it was provided recently for the original decoy-state protocol. Estimation of closeness between full phase-randomized

states and the discrete phase-randomized [29–31] ones and conclusion regarding the necessary amount of discrete phases

for them to be close enough in case of SCW setup are essential for practical implementations.

5. Conclusion

In this paper, we have investigated two-mode PHAVs from the point of view of the superoperator formalism, that

provide useful insights on its properties. In particular, observations demonstrate preservation of state’s type (phase-

randomized) under a linear optical transformation. Therefore, this approach clearly shows that the phase randomization

transformation commutes with one provided by linear optics. In context of QKD applications, phase randomization can

be applied at any point within the optical scheme, at least, from the point of view of legitimate users.

At the same time, utilization of phase-randomization may significantly influence accessible to an eavesdropper in-

formation. Hence, we have estimated the Holevo bound for ensemble of two-mode phase-randomized coherent states

(ρ =
1

2
(ρ(0) + ρ(π))) and found it matches with the Holevo bound for regular coherent states with the same phase

difference within the ensemble. However, the Holevo bound quantifies the maximum of accessible to an eavesdropper

information and consideration of particular attacks may vary the outcome. For instance, USD probabilities are heavily

affected by the type of considered states to be measured, especially for pure and mixed states. Therefore, additional

estimations for particular cases may be considered for a full informational characterization of PHAVs.

Also, if phase-randomization commutes with transformation provided by linear optics, it appears, that phase-randomi-

zation may be directly applied to SCW QKD type of systems. It may open prospects to a new kind of SCW QKD protocol

with PHAVs.
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ABSTRACT Magnetic skyrmions offer a pathway to ultra-dense, low-power memory, but writing them efficiently

remains a challenge. Using atomistic spin simulations and minimum energy path calculations in a PdFe/Ir(111)

film, we show that deliberately placing linear chains of four atomic vacancies cuts the skyrmion nucleation

barrier nearly in half-down to 44.7 meV at 3.75 T-compared to 85 meV in a pristine track. Linear defects

excel because they remove high-energy core regions during skyrmion creation while minimally disturbing its

outer negative energy halo during depinning. This geometry-driven effect relies only on generic energy density

profiles, making it broadly applicable to all skyrmion-hosting materials.
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1. Introduction

Magnetic skyrmions (Sks) are topological spin structures that arise in chiral magnetic materials [1,2]. Their nanometer-

scale size, high mobility, and the low current densities required for their manipulation make them promising candidates

for information carriers in future storage devices [3]. The intentional creation, destruction, and control of Sk are essential

challenges that must be addressed to facilitate their application in future spintronic technologies.

One of the factors that influences the control of Sks is their interaction with impurities that are inevitably present in

the sample. Impurity-induced pinning has been shown to affect Sk mobility [4], potentially leading to slower operation

of spintronic devices. Furthermore, pinned Sks exhibit lower stability compared to free Sks [5–8], which may lead to a

shorter information storage lifespan.

Impurities can also serve a beneficial role in skyrmionic applications. For instance, impurities can be utilized to

create repelling and attracting rails for Sks guides [8–10]. Boundary notches can be employed to position Sks by creating

potential wells [11–13]. Experimental evidence shows that Sks nucleate more readily on impurities [14], suggesting that

artificially created impurities can act as effective nucleation centers for Sks. Additionally, the destructive effects of defects

on Sks have been proposed for use in the development of Sk deletion devices [15].

Effective use of Sks requires a thorough understanding of their interactions with defects of various types, sizes, and

geometries. Numerous studies have focused on the theoretical studies using various approaches, including atomistic

models [7–9, 16–18], micromagnetic models through the solution of the Landau-Lifshitz-Gilbert equation [19–26], rigid

models described by the Thiele equation [25–27], as well as analytical approaches [28–30].

However, Sk nucleation on impurities remains insufficiently explored. This paper will focus on investigating the

influence of the geometry and size of atomic-scale non-magnetic defects on the processes of Sk creation and depinning.

By calculating the activation barriers for Sk creation and depinning, we aim to determine the optimal defect type for

efficient Sk nucleation in future memory and computing devices.

2. Method and simulated system

A thin magnetic film is modelled within the generalized Heisenberg model, which is a standard tool for Sk simulation

with atomistic resolution. Symmetric (Heisenberg) exchange, Dzyaloshinskii-Moriya interaction (DMI), anisotropy, and

the Zeeman energy of interaction with an external field B contribute to the total energy E:

E = −J
∑

〈i,j〉

Si · Sj −
∑

〈i,j〉

Dij · (Si × Sj)− µ
∑

i

B · Si −K
∑

i

S2

i,z. (1)

The summation is taken over all pairs 〈i, j〉 of nearest neighbours atoms, and over all atoms i of the crystal lattice, except

for non-magnetic impurities (vacancies). Here J is the symmetric exchange parameter; Dij is the DMI vector, which

© Potkina M.N., Lobanov I.S., 2025
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lies in the film plane and is perpendicular to the vector connecting atomic sites i and j, thus stabilizes Néel-type Sks.

K > 0 is the anisotropy constant corresponding to an easy axis along the coordinate axis z perpendicular to the film;

B is the external magnetic field, applied parallel to z-axis; and Si is a three-dimensional unit vector in the direction

of the magnetic moment at the site i. The magnitude of the magnetic moment, µ, is assumed to be the same at all

sites. Impurities are treated as vacancies without magnetic moments in the lattice. The system parameters correspond

to experimentally observed Sks in a Pd/Fe bilayer on an Ir(111) substrate: a triangular crystal lattice, µB = 0.093J ,

K = 0.07J , D = |Dij | = 0.32J , and J = 7 meV [31]. The parameters correspond to an isolated free Sk with a

radius of approximate 4a = 1.08 nm, where a = 0.27 nm is the lattice constant. We apply periodic boundary conditions

along the x-axis and assume free boundaries along the y-axis, thereby simulating a track of finite width. Track length

lx = 60a and width ly = 60a sin
π

3
are the same for all simulations and are large enough to prevent Sk self interaction

and interaction with the track boundaries. Nonmagnetic impurity cluster (IC) is simulated by removing a cluster of the

spins and excluding corresponding terms from energy (1).

(Meta)stable states correspond to local minima on the multidimensional energy surface defined by equation (1) for E,

as a function of the directions of all magnetic moments S. For the given set of parameters, the ground state corresponds

to the ferromagnetic (FM) state, with a perturbation near the IC and rotating moments at the free boundary. A Sk pinned

(attached) to the IC and a free Sk form two distinct metastable states. Metastable states were computed using a constrained

nonlinear conjugate gradient method adapted for magnetic systems [32]. Activation barriers for the transition between

pinned, depinned Sks and FM phase were computed using minimum energy path (MEP), which provides the most prob-

able transition scenario [33]. The energy maximum along the MEP determines the first-order saddle point on the energy

surface (transition state). Activation barrier is computed as difference between energies of the transition state and the

initial one. MEP is approximated by its discretization defined by several states of magnetization vectors (called images)

computed numerically. In our computations we used 15 to 50 images along each path and employed the string method for

the numerical optimization of the MEP [34, 35]. For all paths, the initial state was FM and final state corresponds to the

relaxed isolated Sk, completely separated from the IC.

3. Results

We investigated the processes of Sk nucleation on multiatomic nonmagnetic impurities, taking into account their

geometry and size. To this end, we calculated MEP between two states: the initial state represented a FM configuration

with the IC, while the final state corresponded to a Sk that was separated from the IC. We considered three types of IC

shapes: compact, angular, and linear. A compact IC is defined as a cluster of atoms arranged in such a way that it has the

smallest boundary for a given number of atoms. Examples of compact ICs are shown in the upper row of the right panel

in Fig. 1. A linear IC refers to a cluster of atoms aligned along a lattice vector, thus maximizing the boundary; examples

are shown in the lower row of Fig. 1. An angular IC consists of two linear ICs oriented along different lattice vectors that

originate from a single lattice site. We denote the number of atoms forming the IC as N . The resulting nucleation barriers

for the three types of ICs as a function of N are presented in the left panel of Fig. 1.

For N = 1 and 2, the ICs of different types are identical; however, starting from N ≥ 3, the ICs differ in geometry,

which, as shown in the plot, leads to variations in the corresponding nucleation barriers. For all values of N , linear ICs

yield the lowest barrier for Sk nucleation. It is also evident that, for all types of ICs, there exists an optimal impurity size

at which the barrier is minimized. The reasons for these two observations are discussed below.

Effect of Linear IC Size on the Nucleation Barrier. The mechanism of Sk nucleation on a linear IC is illustrated in

the lower panel of Fig. 2. As the domain wall winds around the IC, it begins to expand until a Sk core is formed. The Sk

then shifts toward one end of the IC and subsequently detaches from it. It is worth noting that for long ICs, Sk creation

occurs on one side of the impurity, while the magnetization texture on the other side remains unaffected, until very late

stages of the creation process.

The upper panel of Fig. 2 presents the MEPs for several values of N . Each path exhibits an intermediate minimum

corresponding to a Sk pinned to the IC. Thus, the nucleation process can be divided into two stages. The first stage

involves the creation of a Sk on the IC, where the initial state is a homogeneous FM configuration with an IC, and the final

state is a Sk localized at the IC (insets 1-2-3 in Fig. 2). The second stage is the depinning of the Sk from the IC, where

the initial state is a Sk localized at the IC and the final state is a free Sk (insets 3-4-5 in Fig. 2). For clarity, we will refer

to the first stage as creation, while encompassing both stages-including depinning from the IC-as nucleation.

The nucleation barrier is defined by the maximum energy along the MEP, with the energy of the FM state set to zero.

As illustrated in Fig. 2, the energy of the transition state for creation rapidly decreases with increasing N , while the energy

for depinning increases moderately. Energy of intermediate metastable state (the pinned Sk) also decreases with increase

of N , but more slowly. For large N , the energy of the pinned Sk approaches the energy of the transition state for the

creation process.

The obtained dependencies of the energy maxima for both stages, within the range of N up to 15, are presented in

Fig. 3a. For small IC sizes up to N = 4, the barrier for creation dominates. However, as the size increases, depinning

starts to take precedence. The maximum along the entire path determines the barrier for Sk nucleation at a specific N
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FIG. 1. (Left panel): Energy barrier for nucleation as a function of the number of atoms in the IC,

shown for three types: compact, angled, and linear. (Right panel): Dark circles indicate IC atoms for

compact (top row), angled (middle row), and linear (bottom row) configurations. Arrows represent the

magnetization orientation in the ground state.

FIG. 2. MEPs for the nucleation of a Sk at linear IC of various sizes. The insets in the bottom show

magnetic configurations along the MEP in case N = 4. States 1, 3 and 5 correspond to minima, state

2 corresponds to saddle point of creation and state 4 to saddle point of depinning from IC. The color in

insets indicates the value of the out-of-plane component of the magnetic moments.
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FIG. 3. Energy of saddle points for creation and depinning as a function of size of IC for line type

(a) and for compact type (b). The dominant energy is indicated by empty circles. Energy contributions

to saddle point for creation (c) and depinning (d) from linear IC as a function of N . Total energy in

(c) corresponds to the energy of saddle point for creation, shown in red in (a). Total energy in (d)

corresponds to the energy of saddle point for depinning, shown in blue in (a). Labels for Anisotropy,

Zeeman, Heisenberg and DMI energy are the same for (c) and (d).

(indicated by empty circles in Fig. 3a). The maximum determines energy barrier in Fig. 1. We are interested in identifying

the optimal value of N at which the nucleation barrier is minimized, thus Sk nucleation is fastest. Since both dependencies

are monotonic, this minimum occurs at their intersection. In our case, with discrete values of N , the optimal size is the

smallest N at which the barrier for depinning exceeds that for creation. Thus, in our analysis, we find that Nopt = 4.

To explain the contrasting behaviour of the barriers as N increases in Fig. 3a, we examine the spin configurations

at the saddle points for both creation and depinning across three different sizes, along with the corresponding energy

density distributions (see Figs. 4 and 5). During the creation process, we observe that the impurity is situated in a region

of maximum positive energy (relatively the FM state). Introducing an IC – essentially removing atoms from this region –

results in a decrease in energy. For small N , as illustrated in Figs. 4a and b, an increase in the size of the linear IC is

accompanied by an increase in the radius of the saddle point. In this case, a larger radius of the Sk-like transition state

configuration leads to a reduction in energy, since exchange energy in a micromagnetic framework behaves as R−1 for

small R [36]. It is worth noting that the presence of the IC allows the Sk to bypass the small-radius phase during creation,

since its minimum diameter is constrained by the size of the IC. Thus, two factors contribute to the sharp decrease in

creation energy at small N : the increase in the subtracted positive energy as the IC size increases and the expansion of the

saddle point radius.

At the saddle point, the energy densities associated with exchange, anisotropy, and Zeeman terms are positive, while

the DMI energy density is negative. In the outer region of Sk, the DMI contribution dominates, resulting in a negative

total energy density, whereas in the inner region, the other contributions prevail, leading to a positive total energy density.

Introducing vacancies without changing the radius of the transition state would typically reduce the total energy, as the

vacancies lie in the inner region of the Sk along the MEP. However, if the shape of the saddle point is assumed to remain

fixed, the energy should decrease monotonically with the addition of impurities. This monotonic decrease is not observed
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FIG. 4. Creation of Sk at linear IC: spin configurations of saddle point for N=2, 4 and 7 (a, b, c) and

corresponding distribution of energy per atom (d, e, f).

FIG. 5. Depinning of Sk from linear IC: spin configurations of saddle point for N=2, 4 and 7 (a, b, c)

and corresponding distribution of energy per atom (d, e, f).

in Fig. 3c, which shows that the contributions from anisotropy, Zeeman, and symmetric exchange interactions actually

increase at small N . This indicates that the energy reduction due to an increasing Sk radius has a stronger effect than the

energy reduction from IC removal alone.

Inside the Sk, the energy density is positive, so removing atoms from this region reduces the energy barrier. However,

it is energetically unfavourable for the saddle-point configuration to exceed the typical size of the Sk. As a result, beyond

a certain IC size (in our case, N = 5), the IC can no longer be fully contained within the positive-energy region. At this

point, some IC atoms extend into areas of zero or even negative energy density (see Fig. 4c), diminishing the effectiveness

of energy reduction. This explains why the energy contributions in Fig. 3c exhibit a change of trend at point N=5. From

the energy density distribution shown in Figs. 4d, e, and f, it is evident that in the negative energy regions, the energy

density is relatively low and decreases gradually. This behaviour explains why the energy for creation begins to change

only slightly for N > 5 (as depicted in Fig. 3a).

The depinning process involves the transition from a Sk localized at an IC to a free Sk. The saddle-point configura-

tions associated with this process (see Fig. 5, upper panel) can be qualitatively understood as follows. The energy density

distribution (Fig. 5, lower panel), shows that the maximum of positive energy in the inner region of the Sk decreases with

radial distance r from the center, becomes negative, and reaches a minimum at a finite distance R1. Beyond r > R1, the

negative energy density decreases in magnitude with further increase in r. As the Sk detaches from the IC, it traverses

this region of negative energy. Introducing an IC into this region effectively removes contributions with negative energy,
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FIG. 6. Distribution of energy per atom in transition state for creation and depinning of Sk from

compact IC (a) and (c) and linear IC (b) and (d).

thus increasing the total energy. Consequently, the maximum energy along the depinning path occurs when the IC coin-

cides with the region of minimum energy density. Since we are interested in the minimum energy path, the path must be

arranged to minimize this maximum energy. The total energy also depends on the orientation of the linear IC relative to

the Sk’s radial direction. Because the negative energy density diminishes for r > R1, the lowest-energy configuration is

achieved when the IC is aligned radially with respect to the Sk.

Adding atoms to the IC corresponds to removing additional atoms from the negative energy region, progressively

further from the Sk center (see Fig. 5d, e, f). As shown, the energy density in the negative region is relatively low

compared to that in the central part and also decreases with increasing distance from the center. This behavior accounts

for the minimal change in the depinning barrier as N increases, as shown in Fig. 3a. It is worth noting that the variation

in the depinning barrier with N is primarily driven by changes in the DMI energy contribution, as illustrated in Fig. 3d,

which plots the energy components at the depinning saddle point as a function of N .

Effect of IC Geometry on Nucleation Barrier. In the previous section, we analyzed the influence of linear IC size on

Sk nucleation. Another key factor is the geometry of the IC maximizing Sk nucleation rate. As mentioned earlier, for all

values of N , linear ICs yield lower nucleation barriers compared to angular and compact ICs geometries. To understand

the origin of this trend, we examine nucleation on compact IC more closely. During the Sk creation process, a compact

IC – like a linear one – is located in a region of maximum energy. However, the radius of the saddle point associated with

a compact IC is smaller (see Fig. 6a, b), leading to a higher creation barrier compared to that of a linear IC for N values

up to 6 (as shown by the red curves in Fig. 3).

As previously noted, for N > 6, the linear IC no longer fits entirely within the Sk and begins to overlap with regions

of negative energy, whereas the compact IC remains fully confined to the positive energy region. In this regime, the

compact IC exhibits a lower creation barrier than the linear one (see N = 7 and 8 in Fig. 3a and b).

Regarding the depinning process, a linear IC consistently yields a lower energy barrier than a compact IC for all

values of N (see Fig. 3a and b). This can be attributed to the fact that a compact IC, situated in the region of minimum

negative energy, will inevitably removes atoms with a higher magnitude of negative energy (Fig. 6c), whereas a linear IC

extends along the gradient where the negative energy density gradually decreases (Fig. 6d).

The crossover point between the creation and depinning barriers for a compact IC occurs at N = 4. For smaller

N , the creation barrier dominates and is higher for compact ICs than for linear ones. For N ≥ 4, the depinning barrier

becomes dominant and remains higher for compact ICs as well. As a result, the nucleation barrier for a compact IC

exceeds that for a linear IC across all values of N , as shown in Fig. 1.

It is worth noting that the depinning energy varies non-monotonically with N for compact ICs (Fig. 3b). This

nonmonotonic behavior arises because adding impurities can create sharp angles that contribute to a reduction in the

depinning barrier.

It is also important to note that the creation process for compact ICs effectively “disappears” when the size reaches

N = 9 (see Fig. 3b). As demonstrated in the work by Potkina et al. [7], as the size of the compact IC increases, the barrier

for the collapse of the Sk localized on it decreases, ultimately reaching zero at N = 9. Consequently, the metastable state

associated with the Sk localized on the IC vanishes, leading to a transition from a two-stage nucleation process to a single

process in which a Sk is created while simultaneously detaching from the IC.

In addition to the types of ICs discussed, intermediate variants are also possible, such as an angular IC. This type

differs from a linear IC by having a break at one point, resulting in a more compact shape, which leads to intermediate

values of nucleation energies, as shown in Fig. 1. As can be observed, the difference between the energies associated with

an angular IC and those of a linear IC is not high. Therefore, minor imperfections in the fabrication of a linear IC do not

significantly compromise the effect of reducing the nucleation energy.

4. Discussion

Based on the calculated energies of the transition states, we have identified a trend indicating that elongated ICs

are more favorable for Sk nucleation compared to compact ones. We have provided a qualitative explanation for this

observed effect, independent of the specific parameters of Hamiltonian (1) and the type of lattice used. This supports the

universality of our findings.
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In addition to geometry, the size of the linear IC also influences the nucleation energy. An increase in the IC size

reduces the barrier for creation, but simultaneously raises the barrier for depinning. Therefore, the optimal size is deter-

mined by balancing the energies of the transition states for creation and depinning. Since these energies generally depend

on the parameters of the system, the optimal IC size will also vary accordingly. It is important to note that for certain

system parameters, there may be no crossover between the energies of creation and depinning, or nucleation may occur

in a single stage without an intermediate minimum corresponding to a Sk localized on the IC. These scenarios warrant

further investigation.

The superiority of the linear defect geometry is further supported by our earlier findings on nucleation at boundary

defects [37]. We discovered that among all possible notch geometries, the most favorable configuration for nucleation is

a needle-shaped notch with sufficient depth. However, this option is still less effective than a linear IC. For instance, in

the studied PdFe/Ir(111) system at a magnetic field of B = 3.75 T, the nucleation barrier for a needle-shaped notch is

45.65 meV, whereas for a linear IC consisting of 4 atoms, it is 44.74 meV, resulting in an energy gain of approximately

2%. This difference arises from the additional exclusion of atoms from the region of negative energy density in the case

of the notch, which adversely affects the energy required for depinning.

It is interesting to compare nucleation on ICs with other types of Sk nucleation on a track that we have previously

investigated [6]. The barriers for Sk nucleation within the track and at its boundary were found to be 85.07 meV and

75.62 meV, respectively. In contrast, a linear IC of optimal size, as well as a needle-shaped notch, can reduce the

nucleation barriers by nearly half in the PdFe/Ir(111) system under consideration at a magnetic field of B = 3.75 T.

The energies of the saddle points for creation and depinning are measured from a homogeneous FM state with an IC

that does not contain a Sk. To investigate the reverse process – the annihilation of a Sk on ICs – the obtained energies of

the transition states should be referenced from the energy of a free Sk, which is independent of the shape and geometry of

the IC. Consequently, the behavior of the transition state energies for pinning and collapse qualitatively aligns with those

reported for creation and depinning. This indicates that, for erasing information, it is also most advantageous to utilize a

linear IC of optimal size.

In experimental studies [38–41], notches at boundaries have been employed to create Sks. Our findings suggest that

boundary notches of any geometry are less energy-efficient for Sk creation compared to a linear defect. It is also worth

noting that the minimum possible nucleation barrier is determined by the difference in the energy of the final free Sk and

the energy of the initial ferromagnetic state. A linear cluster of optimal size yields a barrier only slightly higher than

this value (44.74 meV versus 43.9 meV). We hope that these results will encourage further experimental research into Sk

nucleation at defects.

In summary, we have demonstrated that a linear defect of optimal size minimizes the energy required for Sk nucle-

ation, which could be advantageous in the design of Sk-based magnetic memory and computing devices.
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ABSTRACT We investigate the internal structure and dynamics of transverse domain walls in amorphous,

stressed ferromagnetic microwires by comparing two magnetoelastic anisotropy models. In the complete

model, all three principal stress components (axial, radial, circumferential) extracted from a realistic stress

profile are converted into spatially varying anisotropies; in the reduced model, only the dominant stress com-

ponent in each radial region is retained. Micromagnetic simulations reveal that the reduced model produces

exaggerated peripheral deviations-stronger radial magnetization projections and deeper penetration of the dis-

turbed layer-compared to the complete model. Energy analysis show that omitting non-dominant anisotropy

leads to underestimation of domain wall-defect interactions and a sharp, shell-like radial ordering at higher val-

ues of surface anisotropy. Furthermore, dissipation calculations based on the Thiele approach indicate that the

reduced model overestimates domain wall velocity by up to 50%. These results demonstrate that incorporating

the full stress tensor is essential for accurate prediction of both static domain wall profiles and their dynamic

response in stressed microwires.

KEYWORDS Domain wall, cylindrical wire, amorphous ferromagnetic microwires, micromagnetics, magnetoe-

lastic anisotropy, internal mechanical stress.
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1. Introduction

The use of magnetoelastic interactions controlled by mechanical deformations in solids for the development of new

information, sensor, and energy-saving technologies has led to the creation of a new direction in micro and nanoelec-

tronics, called straintronics [1, 2]. Mechanical stresses can be associated with the magnetic or ferroelectric material,

which manifests itself both in dynamic and static properties, and allows manipulation of the magnetic state and change in

magnetic characteristics [3].

One such class of systems is the the amorphous ferromagnetic glass-coated microwires, which are a composite object

with cylindrical symmetry consisting of a metallic nucleus and a glass shell [4, 5]. The peculiarity of such a microwire

is the amorphous and stressed state of its metallic nucleus, due to its production using the Ulitovsky-Taylor method

[6], which includes melt drawing and rapid quenching. Several types of stress coexist in an amorphous ferromagnetic

microwire: i) stresses arising during rapid cooling, ii) stresses arising during the drawing process, and iii) stresses arising

due to the difference in the thermal expansion coefficients of the metal and glass [7, 8].

Such coexistence of stresses leads to a certain, rather complex distribution of the three components of the mechanical

stress tensor along the radius of the metal nucleus: axial (σzz), radial (σρρ) and circumferential (σφφ). The magnitude of

internal mechanical stresses ranges from fractions to several units of gigapascals. Currently, there are several theoretical

works that predict this distribution. In particular, the distribution of all three components of the mechanical stress tensor

along the radius of the microwire, taking into account the solidification process, was calculated in [9].

Mechanical stresses together with the magnetostriction [10] effect determine the magnitude of magnetoelastic energy

and, due to the amorphous state of the metallic nucleus along with the cylindrical shape, play a major role in the formation

of the magnetic state and magnetic characteristics of the wire [9, 11–14]. In works published in the early 2000s, the

authors considered the formation of magnetic anisotropy, directly dependent on the distribution of internal mechanical

stresses along the radius of the metallic nucleus of the microwire [13]. Calculations were carried out for a microwire of

composition Fe77.5Si7.5B15 with a positive magnetostriction coefficient, a metallic nucleus diameter of 25 µm and a glass

thickness of 15 µm. The authors determine the type and value of anisotropy in each part of the wire by taking into account

the dominant component of mechanical stress.

© Chichay K.A., Lobanov I.S., Uzdin V.M., 2025
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In the distribution of stresses along the radius of the microwire, two regions can be distinguished: the region where

the axial component has the largest value and is positive (tensile stress), and the region in which the circumferential and

axial components of stress are negative (compressive stress) and have the greatest absolute value [9, 13]. We will call

these two areas conditionally the center and the periphery. If we take into account only the dominant component of

mechanical stresses, then the determination of the anisotropy type occurs in the following way. In the case of positive

magnetostriction, axial tensile stresses in the center will then induce an easy-axis axial anisotropy, which will prevail in

almost the entire volume of the metallic nucleus of the wire with the average value of Krad = 3 · 104 J/m3. At the

peripheral layer, where negative circumferential stresses are dominant in magnitude, the resulting easy-axis anisotropy

must be perpendicular to this direction, so it will be either axial or radial. But since in this region the axial compressive

stresses are also large, the resulting direction of easy-axis anisotropy satisfying both types of stresses will be radial with the

maximum value of Krad = 5.6 · 104 J/m3 (the value corresponds to circumferential mechanical stresses at the periphery).

It is this distribution of anisotropy that is usually taken into account when discussing the formation of the domain structure

of microwires and domain wall configuration.

In this work, we consider how taking into account all three types of stress affects the structure of transverse domain

wall. We refer to such consideration as the complete model and compare it with the results obtained for the reduced model

(when only the dominant component is taken). We discuss the change in the domain wall internal structure with a change

in the anisotropy value at the periphery and analyze the energy contributions for the both cases of complete and reduced

models.

2. Model

We simulate magnetic domain walls (DWs) in a cylindrical wire using a custom-developed Magnes software. The

system under study is a wire with fixed geometry: length L and radius R. Equilibrium DW configurations are obtained

by minimizing the micromagnetic energy functional, containing contributions of symmetric exchange Eex and three

anistorpies: axial Eax, radial Erad, and circumferential Ecirc:

E = Eex + Eax + Erad + Ecirc. (1)

The first term in (1) corresponds to the exchange energy, with exchange stiffness A = 2 · 10−11 J/m

Eex =
A

2

∫∫∫

[

(

∂S

∂ρ

)2

+
1

ρ2

(

∂S

∂φ

)2
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∂S

∂z

)2
]

dV,

where S(ρ, φ, z) is the magnetization vector field. The z-axis is aligned with the wire axis, while ρ and φ are polar

coordinates in the cross-sectional plane. Three anisotropy contributions are defined by corresponding spatially varying

parameters Ki(ρ) and axis ei, where e
z is unit vector along z-axis, erad = e

ρ and e
circ = e

φ are local orthonormal basis

in polar coordinates in the wire cross section:

Ei = −

∫∫∫

Ki(ρ)
(

S · e
i
)2

dV, i = ax, rad, circ.

The energy density corresponding to energy contribution Ei is denoted wi. In our simulations, we consider a wire of

radius R = 10−7 m and length L = 10−6 m.

The micromagnetic problem was discretized on a cylindrical grid with the following resolution: Nρ = 15 points in the

radial direction (from the wire center to the boundary), Nφ = 40 angular divisions, and Nz = 200 points along the wire

axis. The energy functional was approximated using central finite differences for spatial derivatives and the trapezoidal

rule for numerical integration. This discretization scheme yields a second-order accuracy, with an error scaling as O(h2)
for the exchange energy, where h denotes the grid spacing [15].

The non-zero anisotropy contributions and the spatial distribution of the magnetoelastic anisotropy Ki(ρ) were de-

fined differently in the two modeling approaches mentioned above. In both cases, the magnetoelastic anisotropy arises

from internal mechanical stresses and is given by

Ki
me =

3

2
λSσii, i = ax, rad, circ,

where λS is saturation magnetostriction coefficient and σii is the diagonal stress component. In both models, we also

account for the effective shape anisotropy of the cylinder, arising from the demagnetizing field. This contribution is

included as an additional uniaxial anisotropy term with strength Kax

eff = 1/4µ0M
2

s where Ms = 500 kA/m is the saturation

magnetization. Radial and circumferential anisotropy contain only the magnetoelastic anisotropy:

Kax = Kax

me +Kax

eff , Kcirc = Kcirc

me , Krad = Krad

me .

In the first approach, referred to as the reduced model, only a single dominant magnetoelstic anisotropy component

was assigned to each region of the wire, reflecting the prevailing stress orientation and magnitude. Specifically, in the

wire core, an easy-axis axial anisotropy was imposed, with a average value of Kax

me = 3 · 104 J/m3. At the periphery, an
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FIG. 1. a) Schematic representation of a wire in cylindrical coordinate system. R is the wire radius, L
is the length of the wire. b) and c) Radial dependence of magnetoelastic anisotropy components in the

complete and reduced models, respectively. Light blue and light pink areas correspond to the core and

surface regions

easy-axis radial anisotropy was applied, reaching up to Krad

max = 5.6 · 104 J/m3 at the surface layer. Further details can be

found in the previously cited work [13]. Radial profiles of magnetoelastic anisotropies are shown in Fig. 1c.

The second approach, referred to as the complete model, incorporates all three components of internal stress (axial,

radial, and circumferential) each distributed along the wire radius (Fig. 1b). Following the methodology of [13], tensile

stresses are translated into easy-axis anisotropy, while compressive stresses correspond to easy-plane anisotropy. As a

result, all three types of anisotropy are present throughout the entire wire volume, with their radial distributions directly

reflecting the magnitude and sign of the underlying stresses. The stress profile was adopted from [13], and the magne-

tostriction coefficient was set to λS = 25·10−6, a typical value for Fe-based microwires. The maximum anisotropy values

at the wire surface were Kcirc

max = −5.6 · 104 J/m3 for the circumferential component and Kax

max = −3.9 · 104 J/m3 for

the axial component. The radial profiles of the anisotropy components reveal two distinct regions: a core region ρ < 87
nm, and a surface region ρ > 87 nm, which are shown in Fig. 1a. In the core, all three anisotropies remain virtually con-

stant, but the axial anisotropy dominates in magnitude. In contrast, in the surface layer both the axial and circumferential

anisotropy components vary more strongly with ρ, and notably, change sign as one moves to the surface, while radial

anisotropy maintains its value practically constant. This sign reversal reflects the shift from tensile to compressive stress

regimes across the wire radius.

To investigate the influence of peripheral anisotropy Ki(R) we kept the anisotropy constants fixed in the inner region

of the wire and modified them only within the surface region. To ensure smooth spatial variation, a linear interpolation was

applied between the anisotropy values in the inner region and those at the surface. The maximum absolute anisotropy value

was always attained at the surface. Surface anisotropy was controlled by a scaling factor k such that Ki(R) = kKi
max,

where Ki
max denotes the maximum anisotropy strength. The same scaling factor was applied to both the radial easy-

axis magnetoelastic anisotropy component in reduced model and easy-plane axial and circumferential components of

magnetoelastic anisotropy in the complete model.

3. Domain wall structure

We consider a metastable state of a cylindrical microwire, comprising two oppositely magnetized domains separated

by a transverse head-to-head domain wall. As demonstrated in our previous work [16], radially inhomogeneous anisotropy

can lead to deviations from the conventional internal structure of the domain wall. In the present case, these deviations

emerge near the wire periphery, where the strong anisotropy favors directions other than the axial easy axis. In contrast,

near the wire center (where the axial easy-axis anisotropy dominates) the magnetization remains predominantly transverse.

Under these conditions, the transverse domain wall can be viewed as consisting of two sectors (typically symmetric), each

characterized by a magnetization component with a radial projection. In one sector, the magnetization points inward

toward the wire center; in the other, outward. Both sectors are aligned with the preferred transverse direction at the wire

core. This configuration represents a compromise between a conventional transverse domain wall and one where the

magnetization is entirely radial. A domain wall with such an internal structure is illustrated in Fig. 2.
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FIG. 2. Evolution of the magnetic configuration of the transverse DW with a change of the anisotropy

value at the periphery for the cases of complete and reduced models. For each anisotropy value k, an

unrolled view of the ρ− φ DW cross section is given.

To provide a more intuitive visualization, we present domain wall structures using an unrolled ρ− φ view instead of

a circumferential cross-section. Fig. 2 illustrates domain wall configurations at the wire periphery for different values of

the scaling factor k, comparing the complete and reduced anisotropy models. The top row in each column corresponds to

k = 1, with parameters taken from [13]. In both models, the same general type of domain wall is stabilized; however, the

extent of peripheral magnetization deviation differs significantly. In the reduced model, deviations from the ideal trans-

verse wall are much more pronounced. Specifically, magnetic moments near the surface exhibit larger angular deviations

from the transverse direction imposed by the wire center. Additionally, the perturbation penetrates deeper into the wire

compared to the complete model. As the peripheral anisotropy strength increases (i.e., as k increases), the models exhibit

more pronounced deviations, characterized by stronger radial projections of the magnetization and deeper penetration

into the wire core. Nevertheless, even at k = 3, the complete model shows smaller deviations than the reduced model at

k = 1. This highlights the stabilizing effect of including all three anisotropy components in the complete model, which

helps preserve the transverse domain wall structure across a broad range of peripheral anisotropy values.

To gain deeper insight into the domain wall structure, we analyze the contributions of each anisotropy component

separately. Fig. 3a presents the spatial distribution of the axial anisotropy energy density, wax across the domain wall

cross-section for various values of the peripheral anisotropy scaling factor k. Each cross-section reveals two distinct

regions: a central zone (in blue) and a peripheral zone (in green), separated by a narrow transition region characterized

by a minimum in anisotropy energy density (dark blue). Importantly, the magnitude and spatial uniformity of wax in the

wire center remain unchanged with increasing k, reflecting the fact that the axial anisotropy constant is held fixed in this

region. In contrast, the peripheral value of wax increases proportionally with k. Notably, the thickness of the outer shell

where wax approaches zero behaves differently in the two models: it remains constant in the complete model, whereas in

the reduced model it increases with k. This indicates a more pronounced sensitivity of the reduced model to peripheral

anisotropy modulation.

Figure 3b shows how the total axial anisotropy energy, Eax, varies with the peripheral anisotropy scaling factor k.

The energy is computed relative to that of a uniformly magnetized (homogeneous ferromagnetic) reference state. The

plot reveals that Eax at the wire center is identical for both the complete and reduced models only at k = 1. As k
varies, the two models exhibit opposite trends: in the complete model, Eax increases slightly, while in the reduced model

it decreases. This energy dependence highlights a key feature of the micromagnetic structure obtained in the reduced

model. Beyond a certain threshold value ??? k > X , the domain wall at the wire surface becomes significantly wider. In

this regime, the radial orientation of the magnetic moments at the periphery begins to spread symmetrically outward from

the domain wall, forming a radially ordered “shell”. The sharp drop in Eax observed for the reduced model starting at

k = 2 corresponds to the formation of this shell throughout the wire volume.

Figure 3c shows the spatial distribution of the radial anisotropy energy density, wrad, across the domain wall cross-

section. In the reduced model, radial anisotropy is applied only in the peripheral layer of the wire, resulting in wrad = 0 in

the central region. In contrast, the complete model assigns radial anisotropy throughout the entire wire volume, though its

magnitude remains constant with respect to k. Consequently, the spatial pattern of wrad remains largely unchanged across

different values of k in the complete model. The minima of wrad(indicated by dark blue regions) correspond to areas

where the magnetization aligns closely with the radial direction. As k increases, the radial projection of the magnetization
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FIG. 3. (a) and (c) Distributions of axial and radial anisotropy energy density for an unrolled ρ − φ
DW cross section for different values of k. The color bar indicates the energy density value from

the lowest negative (dark blue) to the highest positive (dark red) value. (b) and (d) Axial and radial

anisotropy energy as a function of anisotropy value at the periphery k for the cases of complete and

reduced models. The largest dots on the graph are related to the k = 1.

grows in both halves of the wall, causing the low-energy regions near the surface to expand slightly. The corresponding

dependence of the total radial anisotropy energy, Erad on the scaling factor k is presented in Fig. 3d. The two models

agree only at small values of k. For the reduced model, a sharp drop in Erad occurs as k increases, which reflects the

emergence of a fully formed radially ordered layer that extends along the wire surface. This pronounced difference in

wrad between the complete and reduced models is expected to significantly influence both the structure and dynamic

behavior of moving domain walls, including their shape and velocity.

Figure 4a presents the distribution of circumferential anisotropy energy density, wcirc, for the complete model only,

as circumferential anisotropy is not included in the reduced model. In the domain wall cross-sections, nonzero values

of wcirc are observed exclusively in “transitional” regions-specifically, at the boundary between two sectors where the

magnetization points radially inward in one and outward in the other. Notably, circumferential anisotropy is the only

anisotropy component for which the energy density assumes both positive and negative values. The extrema of wcirc
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FIG. 4. Distribution of circumferential anisotropy energy density for an unrolled ρ−φ DW cross section

for different values of k. (b) Circumferential anisotropy energy as a function of anisotropy value at the

periphery k for the case of complete model. The largest dot on the graph is related to the k = 1.

are highly localized in both angular and radial coordinates. This spatial confinement may play an important role in

domain wall interactions with defects and impurities. Such interactions can be considered from two perspectives. First,

because the maxima and minima of wcirc are sharply localized and occur at specific depths, the nature of the domain

wall’s interaction with a given impurity-whether attractive or repulsive-depends critically on the impurity’s radial position.

Second, domain walls in cylindrical wires exhibit azimuthal rotation during motion due to the cylindrical symmetry (i.e.,

energetic equivalence of all transverse directions). As a result, interaction with an impurity also depends on whether

the rotating anisotropy features (such as the localized maxima/minima of wcirc) spatially overlap with the impurity, and

on the impurity’s size. This interplay can have a significant impact on domain wall dynamics, particularly affecting the

domain wall velocity and the nucleation field (i.e., the critical magnetic field required to nucleate a domain wall inside

the microwire). Since circumferential anisotropy is omitted in the reduced model, it may underestimate the strength and

complexity of domain wall-defect interactions.

The behavior of the total circumferential anisotropy energy, Ecirc shown in Fig. 4b, exhibits a non-monotonic trend:

it increases with the scaling factor k up to k = 2, and then begins to decrease. This trend likely arises from the interplay

between the localized minima and maxima of the energy density wcirc, which evolve with increasing k. As k increases, the

radial extent of magnetization deviations at the wire periphery also increases. Consequently, the region at the boundary

between the two radially magnetized sectors of the domain wall-where the magnetization momentarily aligns in the

circumferential direction-expands. This expansion can lead to a faster growth in the magnitude of the negative (minimum)

values of wcirc, which may dominate the total energy and result in the observed decrease in Ecirc beyond a certain k.

Figure 5a shows the total energy of the wire as a function of the scaling factor k, revealing opposite trends for the

complete and reduced models: the system energy slightly grows in the complete model and decreases in reduced model.

Note, that the energy is computed relative to that of a uniformly magnetized (homogeneous ferromagnetic) reference

state. For small k the energies of obtained magnetic states are almost coincides. As the anisotropy in the surface layer

k increases, the differences in energies become noticeable. Hence, it can be assumed that for large anisotropies at the

periphery the applicability of the reduced model is questionable.

4. Domain wall movement

Domain walls (DWs) in magnetic wires are typically driven by external magnetic fields. In the simplest scenario, a

uniform field H is applied along the axis of the wire. One domain, aligned with the field, is energetically favored, while

the oppositely oriented domain becomes unfavorable. As the system relaxes, the domain aligned with the field expands,

and the opposing domain shrinks.

The dynamics of such a system are governed by the Landau-Lifshitz-Gilbert (LLG) equation, which can lead to com-

plex phenomena, including the formation, motion, and detachment of singularities in the magnetization texture. However,

in this study, we provide a simplified estimate of the DW velocity by assuming the domain wall maintains a fixed shape

during motion.
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FIG. 5. (a) Total energy as a function of anisotropy value at the periphery k for the cases of complete

and reduced models. (b) Value of the dissipation D as a function of anisotropy value at the periphery k.

Under the assumption that only the DW position changes while all internal degrees of freedom remain fixed, the LLG

equation reduces to the Thiele equation [17]. Let the domain wall be described by a traveling ansatz of the form:

S(r, t) = S0(r−R(t)ez),

where S0 is the static DW profile, R is the DW position at time t. Substituting this ansatz into the LLG equation and

projecting onto the subspace spanned by ∂S/∂R, we obtain the Thiele equation in the general form [18]:

αDV −GV = F,

where V = Ṙ is the DW velocity, α is the Gilbert damping parameter, D is the dissipation matrix, G is the gyrotropic

tensor, and F is the net force (or generalized torque) acting on the wall. In our case, the DW position is described by a

single parameter R, and the gyrotropic term G vanishes due to the antisymmetry of the gyrotropic tensor and the absence

of azimuthal precession in the ansatz. The dissipation reduces to a scalar quantity given by:

D =

∫

Ω

(

∂S

∂z

)2

dV,

which corresponds to the portion of the exchange energy associated with deformations along the wire axis. The driving

force F is given by derivative of total energy E with respect to the DW position:

F = −

∂E

∂R
= 2MsHs,

where s is the cross-sectional area of the wire. This result follows from translational symmetry: shifting the DW by

dR effectively reverses the magnetization in a volume s · dR, yielding a change in Zeeman energy proportional to H .

Assuming the DW shape remains unchanged during motion, the force F becomes independent of position, and the DW

velocity simplifies to:

V =
F

αD
∼

1

D
.

We computed the dissipation coefficient D for both the reduced (1-axis) and complete (3-axis) anisotropy models across

a range of surface anisotropy strengths. The results are presented in Fig. 5b. Under the considered parameters, the

domain wall in the complete model moves approximately 1.5 times slower than in the reduced model, due to higher

dissipation. This implies that simulations based on the simplified reduced model are likely to overestimate DW velocity.

The discrepancy becomes even more pronounced at higher anisotropy strengths.

5. Conclusion

We studied the structure of transverse domain walls (DWs) in amorphous, stress-induced magnetic wires using two

models of magnetoelastic anisotropy: the complete model, which accounts for all stress components throughout the wire

volume, and the reduced model, which includes only the dominant stress component, converted into anisotropy. While

both models yield domain walls of the same general type, their internal structures differ significantly.

In the reduced model, deviations of the magnetization near the wire surface are more pronounced, and these distur-

bances penetrate deeper into the wire compared to the complete model. An analysis of how the DW structure evolves with
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increasing anisotropy at the periphery reveals that the complete model better preserves the transverse character of the DW

over a wider range of anisotropy strengths.

Notably, the omission of circumferential anisotropy in the reduced model may lead to an underestimation of the

domain wall’s interaction with defects and impurities. At the same time, it tends to overestimate the DW velocity, due to

lower calculated dissipation in the system.
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ABSTRACT We study the photon statistics of a single-mode sub-Poissonian light propagating in the lossy ther-

mal bosonic channel with fluctuating transmittance which can be regarded as a temperature-dependent model

of the turbulent atmosphere. By assuming that the variance of the transmittance can be expressed in terms of

the fluctuation strength parameter we show that the photon statistics of the light remains sub-Poissonian pro-

vided the averaged transmittance exceeds its critical value. The critical transmittance is analytically computed

as a function of the input states’ parameters, temperature, and the fluctuation strength. The results are applied

to study special cases of the one-mode squeezed states and the odd optical Shrödinger cats.
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1. Introduction

The nonclassical properties of optical fields lie at the heart of quantum optics and, from its very beginning, they have

been the subject of numerous intense studies. There are a number of indicators introduced to measure the quantumness

(nonclassicality) of light such as negativity of the Wigner function [1], squeezing [2, 3] and sub-Poissonian statistics [4]

(see also a recent review on quantumness quantifiers based on Husimi quasiprobability [5]).

Note that, for the squeezing and the sub-Poissonian statistics, the indicators are formulated in terms of second-order

moments of fluctuations of the experimentally measured quantities. For nonclassical fields, these moments violate certain

inequalities. For example, the sub-Poissonian light is indicated when the Fano factor, defined as the ratio of the photon

number variance and the mean photon number, is less than unity.

Aside from its fundamental importance, light nonclassicality plays a vital role in quantum metrology [6]. For sub-

Poissonian fields that will be our primary concern, there are various experimental techniques used to generate sub-

Poissonian light [7–11] and their applications in quantum imaging are reviewed in [12] (higher-order sub-Poissonian

statistics is discussed in [13, 14]). Security analysis of BB84 protocol with sub-Poissonian light sources was performed

in [15]. Influence of temporal filtering of sub-Poissonian single-photon pulses on the expected secret key fraction, the

quantum bit error ratio, and the tolerable channel losses is analyzed in [16].

It is well known that continuous variable quantum states of non-classical light used in quantum metrology and quan-

tum communication protocols [17, 18] are subject to loss and added noise, leading to degradation of non-classicality and

quantum correlations.

For free-space communication links [19–22], a widely used general theoretical approach to modeling environment-

induced decoherence effects is based on Gaussian quantum channels with fluctuating parameters. Specifically, a pure-

loss channel with fluctuating transmittance exemplifies a popular model that describes the propagation of quantum light

in a turbulent atmosphere (see a review on propagation of classical electromagnetic waves through a turbulent atmo-

sphere [23]).

This model has been extensively used to study nonclassical properties and quantum correlations of light propagating

in turbulent atmospheres [24–27]. In Ref. [28], Bell inequalities in turbulent atmospheric channels are explored using

the probability distribution of transmittance (PDT) in the elliptic-beam approximation with parameters suitable for the

weak to moderate-turbulence channels [29]. Gaussian entanglement in turbulent atmosphere and a protocol that enables

entanglement transfer over arbitrary distances [30, 31]. The evolution of higher-order non-classicality and entanglement

criteria in atmospheric fluctuating-loss channels are investigated in [32]. Theory of the classical effects associated with
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geometrical features of light propagation, such as beam wandering, widening, and deflection, is developed in [33, 34]. In

Ref. [35], the PDT derived by numerical simulations is compared with the analytical results.

In this paper, we adapt a generalized model of the channel and use the thermal-loss channel with fluctuating trans-

mittance to examine how the temperature effects combined with the fluctuating losses influence the sub-Poissonian light.

The paper is structured as follows. In Sec. 2 we describe a thermal-loss channel and the parameters expressed in

terms of the first-order and second-order moments of the photon number used to identify sub-Poissonian light fields. In

particular, we deduce the input-output relation for the q-parameter introduced as an unnormalized version of the Mandel

Q-parameter. In Sec. 3 this relation is generalized to the case of the thermal-loss channel with fluctuating transmittance.

After parameterization of the transmittance variance, it is shown that the output light will be sub-Poissonian only if the

average transmittance exceeds its critical value. In Sec. 4 we apply the theoretical results to the special cases of squeezed

states, odd optical cats and Fock states and study how the critical transmittance depends on the temperature and the

strength of transmittance fluctuations. Finally, concluding remarks are given in Sec. 5.

2. Channel and moments

We consider a single-mode quantized light with the annihilation and creation operators, â and â†, propagating through

a quantum Gaussian channel. The simplest and widely used method to describe the channel is to introduce an additional

bosonic mode representing the degree of freedom of the environment and assume that the interaction between the light

and noise modes is determined by the channel unitary Ûτ giving the beam splitter transformation of the form:

Û†
τ âÛτ ≡ âτ =

√
τ â+

√
1− τ b̂, (1)

where τ is the channel transmittance and b̂ is the annihilation operator of the noise mode.

For the temperature loss channel, the input state of the bipartite system is the product of the density matrices given

by

ρ̂ = ρ̂in ⊗ ρ̂th, (2)

where ρ̂in is the density matrix of radiation

ρ̂in = |ψin〉〈ψin| (3)

prepared in the pure state |ψin〉, whereas the environment is in the thermal state

ρth =
1

nth + 1

∞
∑

n=0

e−nβ~ω|n〉〈n|, nth = Tr{b̂†b̂ρ̂th} =
1

eβ~ω − 1
. (4)

where β = 1/(kBT ) is the inverse temperature parameter (kB is the Boltzmann constant and T is the temperature), ~ is

the Planck constant, ω is the photon frequency, nth is the average number of thermal photons (the mean thermal photon

number).

Temporal evolution of the density matrix (2) is governed by the channel unitary (1) as follows

ρ̂(τ) = Ûτ ρ̂Û
†
τ . (5)

We can now use Eqs. (1) and (5) to obtain the normally ordered characteristic function of the light as a function of the

channel transmittance

χ(α, τ) = Tr{: D̂(α) : ρ̂(τ)} = χin(
√
τα)χth(

√
1− τα), (6)

where : D̂(α) :=: exp(αâ† − α∗â) := exp(αâ†) exp(−α∗â) is the normally ordered displacement operator; χin and χth

are the input and thermal characteristic functions given by

χin(α) = Tr{: D̂(α) : ρ̂in}, χth(α) = Tr{: D̂(α) : ρ̂th} = exp(−nth|α|2). (7)

Note that the form of this result reproduces the characteristic function derived by solving the thermal single-mode Lindblad

equation (see, e.g., [36]) so that the beam splitter transformation representation (1) and the approach based on the Lindblad

dynamics appear to be equivalent tools for modeling the temperature loss quantum channel.

Given the transmittance τ , it is not difficult to find the average photon number of the output state nτ :

nτ = Tr{n̂ρ̂(τ)} = Tr{n̂τ ρ̂} ≡ 〈n̂τ 〉 = τnin + (1− τ)nth, (8)

nin = Tr{n̂ρ̂in} = 〈ψin|n̂|ψin〉, (9)

where n̂ = â†â and n̂τ = â†τ âτ .

Since n̂2 − n̂ = â†â†ââ ≡: n̂2 :, the difference between the variance and the mean photon number for the quantum

state ρ̂(τ) can be computed as the q-parameter given by

qτ = Tr{: n̂2 : ρ̂(τ)} − n2τ . (10)

Clearly, for ρ̂(τ), the photon statistics is sub-Poissonian if and only if the parameter (10) is negative. Note that the ratio

qτ/nτ gives the well-known Mandel Q-parameter [37], Q(M)
τ , introduced in Refs. [38, 39]. Note that the Q-parameter
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is also related to the normalized second-order correlation function g(2)τ (0) = Q(M)
τ /nτ + 1 and the Fano factor Fτ =

Q(M)
τ + 1.

We can now use the relation

〈: n̂2
τ :〉 = τ2〈: n̂2 :〉+ 2(1− τ)2n2th + 4τ(1− τ)ninnth (11)

derived with the help of the identity 〈b̂†b̂†b̂b̂〉 = 2n2
th to deduce the explicit expression for the parameter (10)

qτ = 〈: n̂2τ :〉 − n2τ = τ2qin + (1− τ)2n2th + 2τ(1− τ)ninnth, (12)

where

qin = Tr{: n̂2 : ρ̂in} − n2in = 〈: n̂2 :〉 − n2
in. (13)

In the zero-temperature limit with nth = 0, formula (12) shows that losses cannot destroy the sub-Poissoinian statistics of

input light. The latter is generally no longer the case at non-zero temperatures. In the subsequent section, we will discuss

the conditions for negativity of the parameter qτ .

3. Fluctuating losses and critical transmittance

Now we extend the results of the preceding section to the case where the transmittance fluctuates and thus should be

treated as a random variable. In this case, the output density matrix takes the generalized form:

ρ̂out =

1
∫

0

P (τ)ρ̂(τ)dτ, (14)

where P (τ) is the probability density function (PDF) of the transmittance. We can use Eqs. (8) and (5) with ρ̂(τ) replaced

by ρ̂out to introduce the output parameter qout as follows

qout = Tr{: n̂2 : ρ̂out} − Tr{n̂ρ̂out}2 = 〈〈: n̂2
τ :〉〉τ − 〈nτ 〉2τ = 〈qτ 〉τ + [〈n2τ 〉τ − 〈nτ 〉2τ ], (15)

where 〈· · ·〉τ =

1
∫

0

· · ·P (τ)dτ . After substituting formulas (8) and (10) into Eq. (15), we obtain the parameter qout in the

following explicit form:

qout = τ2(qin − n2in) + (τnin + (1− τ)nth)
2+

Var(τ){qin − n2in + 2(nin − nth)
2)}, (16)

where τ = 〈τ〉τ is the averaged transmittance and Var(τ) = 〈τ2〉τ − τ2 is the variance of the transmittance.

Since the transmittance varies from zero to unity, 0 ≤ τ ≤ 1, and the variance Var(τ) cannot be negative, Var(τ) ≥ 0,

the mean of the squared transmittance cannot exceed the average transmittance and must satisfy the condition: τ2 ≤
〈τ2〉τ ≤ τ . As a result, the variance is bounded from above by the product (1 − τ)τ : 0 ≤ Var(τ) ≤ (1 − τ)τ . In our

model, we assume that 〈τ2〉τ = Fτ + (1− F )τ2, so that the variance takes the following form

Var(τ) = 〈τ2〉 − τ2 = F (1− τ)τ (17)

where 0 ≤ F ≤ 1 is the parameter characterizing the strength of fluctuations.

In what follows, we shall treat the fluctuation strength F as a phenomenological parameter which is independent of

τ . The variance representation (17) can now be used to express the q-parameter (16) in terms of τ as follows

qout(τ) = τ2(qin − a) + τ(a− n2th) + n2
th, (18)

where

a = 2ninnth − n2th + gF, g = qin − n2in + 2(nin − nth)
2. (19)

In the limiting case of transparent medium described by the identity channel with τ = 1, the q-parameter is equal to

its initial value qin given by Eq. (13). For sub-Poissonian light, the parameter qin is negative, so that qout(1) = qin < 0.

In the opposite case with vanishing transmittance, τ = 1, from Eq. (18), the q-parameter is positive, qout(0) = n2th > 0.

Clearly, this implies that the transmitted light will remain sub-Poissonian provided the average transmittance exceeds its

critical value: τ > τc.
From Eq. (18), it is not difficult to find the analytical expression for the critical transmittance (the transmittance

threshold). So, we deduce the inequality

τ > τc = − (a− n2th) +
√

(a+ n2
th)

2 − 4n2
thqin

2(qin − a)
(20)

giving the condition that effects of transmittance fluctuations and temperature fail to destroy the sub-Poissonian statistics

of light and the q-parameter of the transmitted (output) light is negative, qout < 0.
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We conclude this section with the remark on two important special cases with T = 0 and F = 0, respectively. In the

zero-temperature limit, the expression of the transmittance threshold is simplified as follows

τc|T=0 =
F (qin + n2

in)

F (qin + n2
in)− qin

, (21)

whereas the critical transmittance for the case, where fluctuations of the transmittance are negligible, is given by

τc|F=0 =
nth

nth +
√

n2in − qin − nin

. (22)

Clearly, when F and T are both vanishing, the critical transmittance is zero. This is the well-known case of non-fluctuating

pure-loss bosonic channel where qout = τ2qin (see Eq. (12) with nth = 0).

(A) F = 0.0 (B) F = 0.1

(C) F = 0.5 (D) F = 0.7

FIG. 1. Dependence of the critical transmittance τc on the square of the displacement amplitude, |β|2,

for the squeezed state (23) computed at different values of the fluctuation strength parameter F for

r = 0.4 and φ = π/2
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4. Effects of fluctuations and temperature

In this section, we apply our analytical results to the two special cases of input states: the displaced squeezed states

and the odd Schrödinger cat states. More specifically, we shall study how the temperature and transmittance fluctuations

influence the transmittance threshold for these states.

4.1. Squeezed light

The density matrix

ρ̂in = |ψsq〉〈ψsq|, |ψsq〉 = D̂(β)Ŝ(ξ)|0〉 (23)

describes the case of displaced squeezed vacuum states expressed using the squeezing operator, Ŝ(ξ), and the displacement

operator, D̂(β), given by

Ŝ(ξ) = e(ξ(â
†)2−ξ∗â2)/2, D̂(β) = eβâ

†−β∗â, (24)

ξ = reiψ is the squeezing parameter and β = |β|eiθ is the displacement. For the squeezed state (23), it is rather

straightforward to derive the expressions for the parameters nin = nsq and qin = qsq that enter the expression for the

critical transmittance (20):

nsq = |β|2 + sinh2 r, qsq = q2|β|2 + sinh2 r cosh 2r, (25)

where q2 = 2 sinh2 r + sinh 2r cos(2φ) and φ = θ − ψ/2.

From formula (25), the case where the photon statistics of the squeezed light is sub-Poissonian with negative param-

eter qsq may occur only when the coefficient q2 is negative. The latter requires the angle φ and the squeezing parameter r
to meet the inequality

| tanφ| > er, (26)

so that the squeezed light will be sub-Poissonian only when the squared displacement amplitude is above its critical value:

|β|2 > er sinh r cosh 2r

2(sin2 φ− e2r cos2 φ)
≡ β2

c . (27)

Clearly, when cosφ = 0, the condition (26) is always fulfilled and βc takes the minimal value that grows with r.

In Figs. 1 and 2, the threshold transmittance is plotted against the squared displacement amplitude, |β|2, at φ = π/2.

The numerical results for τc are evaluated using Eq. (20) with formula (25) giving the mean photon number nin and the

q-parameter qin.

At |β| = βc, the q-parameter vanishes, and thus the threshold transmittance equals unity. So, in the close vicinity of

βc, the transmittance τc drops as |β|2 increases.

From Eq. (22), it is not difficult to show that, when fluctuations are negligible, τc monotonically decreases with |β|2
approaching the value nth/(nth− q2/2) (see Fig. 1a). By contrast, from the relation (21) describing the zero-temperature

case, in the large displacement limit, the critical transmittance approaches unity. As a result, the |β|2-dependence of

τc reveals nonmonotonic behaviour illustrated in Fig. 2a. It can also be seen that such behaviour where the critical

transmittance exhibits a local minimum occurs at non-vanishing temperatures provided F 6= 0.

Normally, it is expected that the threshold will get higher at elevated temperatures. This is the case for the curves

shown in Figs. 1a–1c.

Interestingly, in the case of intense fluctuations with sufficiently high values of fluctuation strength, the latter is

no longer the case. From Figure 1 which shows the τc-vs-|β|2 curves computed at F = 0.7, it is seen that the long

displacement part of the zero-temperature curve appears to be above the curves with non-zero nth.

Similarly, the threshold is expected to increase with the fluctuation strength F . It is not difficult to show that the

threshold τc grows with F only if the coefficient g given by Eq. (19) is positive. According to formula (19), this coefficient

quadratically depends on nth and it takes negative values within the interval:

n− < nth < n+, n± = nin ±
√

n2in − qin
2

. (28)

So, in the low temperature region where nth < n− the critical transmittance is an increasing function of the fluctuation

strength. The curves presented in Figs. 2a–2b provide support to this conclusion.

For the cases of elevated temperatures illustrated in Figs. 2c–2d, the short displacement part of the curves where nth
meets the condition (28) is arranged differently. In this part, the curve with negligibly small fluctuations determines the

largest value of τc. Note that all the curves shown in Figs. 2c–2d intersect at the point where the coefficient g vanishes

with nth = n−.
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(A) nth = 0.0 (B) nth = 0.1

(C) nth = 0.3 (D) nth = 0.5

FIG. 2. Dependence of the critical transmittance τc on the square of the displacement amplitude, |β|2,

for the squeezed state (23) with r = 0.4 and φ = π/2 computed at different values of the mean thermal

photon number nth

4.2. Odd optical cats

Similar to the case of squeezed states, formulas

ρ̂in = |ψcat〉〈ψcat|, |ψcat〉 =
1

√

2(1− e−2|β|2)
(|β〉 − |−β〉), (29)

ncat = |β̃|2 cosh |β|2, qcat = −|β̃|4, (30)

where |β̃|2 =
|β|2

sinh |β|2 , present the analytical results needed to evaluate the critical transmittance for the odd (antisym-

metric) cat states, |ψcat〉.
In Fig. 3 we show how the fluctuation strength affects the |β|2-dependencies of the critical transmittance at different

temperatures. From Eq. (22), in the weak fluctuation limit with F = 0 (see Fig. 3a), the starting value of τc is nth/(nth +√
2−1) and it monotonically increases approaching unity. By contrast to the case of the squeezed states, for the odd optical

cats, all the curves shown in Figs. 3 and 4 reveal similar behaviour. Similar to the squeezed states, it turned out that, at
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(A) F = 0.0 (B) F = 0.3

(C) F = 0.7 (D) F = 0.8

FIG. 3. Dependence of the critical transmittance τc on the square of the displacement amplitude, |β|2,

for the odd cat state (29) computed at different values of the fluctuation strength parameter F

sufficiently strong fluctuations (sufficiently large fluctuation strength F ) and sufficiently large |β|2, the zero-temperature

curve gives the largest value of τc.

Figure 4 presents the graphs illustrating the temperature induced effects. Since, in the limiting case of a single photon

state with β = 0, the mean photon number ncat is unity and qcat = −1, all the zero-temperature curves described by

Eq. (21) start from zero (see Fig. 4a). As is depicted in Figs. 4b and 4c, at non-vanishing temperatures and sufficiently

small |β|, the values of τc are dominated by the zero-fluctuation curve with F = 0 (for the single photon state, the zero-

fluctuation value of τc is nth/(nth +
√
2 − 1)). Referring to Fig. 4d, in the high temperature region with nth ≥ 0.9, the

latter holds for all values of |β|.
Since in the zero amplitude limit with β = 0, the odd state (29) becomes the single-photon state |1〉, it is instructive to

briefly discuss the case of the Fock states |n〉. For such states, we have min = −n and nin = n. So, at low temperatures

with nth < n− = n−
√

n(n+ 1)/2, an increase in F will enhance the threshold. Interestingly, in the special case with

n = 1, we have n− = 0. As a result, all the curves in Fig. 4a start from the zero and, in Figs. 4b–4d, the thresholds at

β = 0 are below the zero-fluctuation value of τc: nth/(nth +
√
2− 1).
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(A) nth = 0.0 (B) nth = 0.1

(C) nth = 0.5 (D) nth = 0.9

FIG. 4. Dependence of the critical transmittance τc on the square of the displacement amplitude, |β|2,

for the odd cat state (see Eq. (29)) computed at different values of the mean thermal photon number nth

5. Conclusions

In this paper, we have studied effects of the thermal-loss channel with fluctuating transmittance on the sub-Poissonian

light whose non-classicality is characterized by the q-parameter (see Eq. (10)). We have combined the input-output rela-

tion for the q-parameter (16) with the variance of the transmittance parameterized using the fluctuation strength param-

eter (17) to show that the condition for sub-Poissonian statistics of photon at the channel output is determined by the

critical transmittance (20). For the cases of the displaced squeezed state (see Eq. (23)) and the odd optical cat state (see

Eq. (29)), the critical transmittance is computed as a function of the squared displacement amplitude, |β|2, at different

values of temperature and the fluctuation parameter. In contrast to what is expected, under certain conditions, an increase

in either the fluctuation strength or the temperature may result in a decrease in the critical transmittance.

Note that the key point greatly simplifying our analysis is the parameterization of the transmittance variance (17),

where the fluctuation strength F is introduced as a phenomenological parameter which is independent of the mean trans-

mittance τ . A more sophisticated treatment of the atmospheric channels [29, 33, 35] requires computing the first-order

and second-order moments of the transmittance, 〈τ〉 = τ2 and 〈τ2〉 = τ2, from the correlation functions derived using

the phase approximation of the Huygens-Kirchhoff method [40, 41].
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ABSTRACT A novel alkoxide-free method for the sol-gel synthesis of germania aerogels is proposed. The

method is based on the hydrolysis of GeCl4 by propylene oxide in concentrated acetic acid which is used as a

solvent. The proposed protocol allows one to obtain monolithic amorphous germania aerogels constructed of

a three-dimensional network of nanoscale (∼ 20 nm) particles and possessing specific surface area of about

80 m2/g. The addition of hydrochloric acid to the reaction mixture results in the synthesis of nanocrystalline

GeO2 (hexagonal system) aerogels. The synthesized materials were characterized by X-ray diffraction, IR

spectroscopy, scanning electron microscopy and low temperature nitrogen adsorption.
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1. Introduction

Nanodispersed germanium oxide is unique material possessing outstanding thermal, optical and electrical properties.

Germanium dioxide is characterised by a large band gap energy (5 eV), high refractive index, intense blue photolumi-

nescence, high reversible capacity and excellent thermal stability [1–3], giving this material a wide range of diverse

applications [4–13]. In view of the considerable practical interest, a number of different approaches to synthesising

nanostructured GeO2 have been described in the literature, including gas transport reactions, chemical vapor deposition,

electrospinning, sol-gel precipitation, and others [14–21]. The aforementioned methods result in germanium dioxide in

the form of dispersed nanoparticles, 1D or 2D structures; however, the methods for the production of ultralight and highly

porous GeO2 aerogels are extremely limited [22–24]. At the same time, the conjunction of the physicochemical properties

of GeO2 with the unique structure of aerogels could result in new functional materials with unusual characteristics, e.g.

electrochemical.

Currently, the common method to obtain metal oxide aerogels is the alkoxide-mediated synthesis, which includes the

hydrolysis and polycondensation of an alkoxide of the corresponding metal with subsequent drying of a wet-gel. The most

typical example of oxide aerogels is silica aerogels, and the wide variety of the methods for their synthesis is extensively

presented in literature [25]. Surprisingly, despite the similar chemical properties of silicon and germanium, the synthetic

approaches for GeO2 aerogels are extremely scarse. Presumably, this is due to the markedly higher rate of germanium

alkoxide hydrolysis relative to the hydrolysis of silicon alkoxides [26–29]. Thus, special approaches for the synthesis

of GeO2 lyogels should be used. In particular, Kucheyev et al. [30] carried out a controlled hydrolysis of germanium

methoxide in acetonitrile, followed by a rapid supercritical drying. As a result, aerogel formed consisting of elongated

nanoligaments of amorphous GeO2 which possessed specific surface area of ∼60 m2/g. Zhang et al. obtained GeO2

lyogel using germanium ethoxide dissolved in absolute ethanol and dilute hydrochloric acid as a gelation catalyst [31,32].

GeO2 aerogels were synthesized upon the supercritical drying of the lyogels, they possessed high degree of crystallinity,

specific surface area up to 155 m2/g and strong blue luminescence.

Due to the high cost of metal alkoxides as well as their high hydrolysis rates, epoxide-mediated method has also been

proposed as an alternative for the synthesis of metal oxide aerogels [33, 34]. Nevertheless, to the best of our knowledge,

the use of this versatile method for the synthesis of GeO2 aerogels has been documented in only a single report. Briefly,

this approach involves the synthesis of amorphous and crystalline germanium dioxide aerogels using a propylene oxide as

a hydrolysing agent, aprotic solvents (butyl/ethyl acetate), and hydrochloric acid as a controlled source of protons [35,36].
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In the present work, it was hypothesised that acetic acid being a common reagent for the synthesis of metal oxide sol-gel

materials [37–42] can also be used for the synthesis of germania aerogels as a solvent and a source of protons.

2. Experimental section

The following materials were used as received: germanium chloride GeCl4 (Acros Organics, 99.99 %), acetic

acid (Aldosa, pure grade), hydrochloric acid (Sigma Tec, extra-pure grade), propylene oxide (Thermo Scientific, 99.5 %).

The synthesis scheme is shown in Fig. 1. To obtain germanium oxide lyogels, 0.10 ml (0.87 mmol) of germanium

chloride was dissolved in 1 – 4 ml (17.4 – 69.6 mmol) of glacial acetic acid (AcOH). Subsequently, 0.61 ml (8.7 mmol)

of propylene oxide (PO) was added to the resulting solution, which was then cooled to ∼ 18 ◦C. In some cases, up to

0.16 ml (8.7 mmol) of concentrated 36.5 wt. % hydrochloric acid was additionally added to the cooled solution under

sonication. The final molar ratios of the components in the reaction mixtures as well as the visual observations are

presented in Table 1.

FIG. 1. The scheme of the synthesis of germania aerogels synthesised from the mixtures of GeCl4,

acetic acid and propylene oxide as starting reagents

TABLE 1. Designations and synthesis parameters of the germanium oxide aerogels

Sample
Molar ratio

GeCl4:AcOH:HCl:PO

Gelation

time
Lyogels stability

Supercritical

drying

Ac20 1:20:0:10 ∼20 days Monolithic gel ≥ 1 week +

Ac60 1:60:0:10 ∼ 9 days Monolithic gel ≥ 1 week +

Ac80 1:80:0:10 ∼ 9 days Monolithic gel ≥ 1 week +

Ac60 HCl2.5 1:60:2,5:10 ∼60 min Monolithic gel ≥ 1 week +

Ac60 HCl5 1:60:5:10 ∼ 15 min Monolithic gel ≥ 1 week +

Ac80 HCl5 1:80:5:10 ∼ 120 min Monolithic gel ≥ 1 week +

The monolithic lyogels which formed during the synthesis were subjected to supercritical drying, carbon dioxide

was used as a solvent. Supercritical drying (SC) in CO2 was carried out in a setup consisting of a high-pressure pump

Supercritical 24 (SSI, USA), a steel reactor with a capacity of 50 ml, and a backpressure regulator BPR (Goregulator,

Waters, USA). Each sample was washed with liquid CO2 for 2 h at a temperature of 20 ◦C and a pressure of 15 MPa, then

the temperature in the reactor was increased to 50 ◦C and the sample was washed with supercritical CO2 (15 MPa) for at

least 5 h. Then, the pressure in the heated autoclave was gradually (over 30 – 40 min) reduced to atmospheric pressure,

after which the autoclave was cooled and opened.

The Bruker D8 Advance X-ray diffractometer (CuKα radiation, Ni filter and Lynxeye detector) was used to identify

the phase composition of the products. Diffraction data were collected in the range of 2θ from 7◦ to 65◦ with a step of

0.02◦ and accumulation time of 0.3 s/step. The identification of the diffraction peaks was carried out using the ICDD

database. The full-profile analysis of diffraction patterns with quantitative determination of the crystallite sizes was

performed using the Rietveld method applied using the MAUD software (version 2.99).
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The morphology of the samples was studied by scanning electron microscopy (SEM) at Amber GMH (Tescan, Brno,

Czech Republic) or NVision 40 (Carl Zeiss, Oberkochen, Germany) microscope using a secondary electron detector.

The SEM images were acquired at acceleration voltage of 1 kV. Energy-dispersive X-ray spectroscopy (EDX) data were

obtained using an Ultim Max (Oxford Instruments, Abingdon, UK) detector at an accelerating voltage of 20 kV.

The textural characteristics of the materials were determined by ATX-06 analyzer (Katakon, Russia). The samples

were degassed at 80 ◦C in nitrogen current (1 atm) during 2 hours. The specific surface area was defined with the use of

The Brunauer–Emmett–Teller (BET) model, based on 7 points within the range of nitrogen partial pressures (P/P0) from

0.05 to 0.25.

Diffuse reflection IR spectra were recorded using a laboratory IR Fourier spectrometer FSM 2202 relative to KBr in

the range of 400 – 4000 cm−1 with a resolution of 2 cm−1, the averaging of 100 spectra was applied. To register the

spectra, the samples were diluted in potassium bromide to a weight fraction of 3 %.

Raman spectra were collected using a Confotech NR-500 spectrometer (Sol Instruments), equipped with a 1,800 mm−1

grating and a 785 nm laser with 25 mW output power at the sample surface. The ×20 objective lens (NA = 0.55) was

used.

Photoluminescence spectra were recorded at room temperature on a Perkin Elmer LS-55 single-beam luminescence

spectrometer (resolution 0.5 nm) in the wavelength range from 300 to 800 nm at λem = 440 and 530 nm and at λexc = 390

and 240 nm, the optical slit sizes were 10 nm.

3. Results and discussion

As illustrated in Table 1, the gelation times for the solutions of GeCl4 in acetic acid depended strongly on the molar

ratio of acetic acid-to-propylene oxide. Unexpectedly, the higher was the AcOH:PO ratio in the reaction mixture, the

lower was the gelation time (see samples Ac20–Ac80 in Table 1). For the mixtures containing AcOH and PO at molar

ratios of 2:1 and 8:1, the gelation times differed approximately twofold. Importantly, under the selected experimental

conditions, for the reaction mixtures containing germanium chloride, acetic acid and propylene oxide, the gelation time

exceeded one week. Addition of an aqueous solution of hydrochloric acid (36.5 wt. %) to the reaction media allowed to

obtain lyogels in a several minutes or tens of minutes. Such a significant change in the gelation rate could be induced

by free hydroxonium cations which appear upon the addition of strong hydrochloric acid and water and protonate the

molecules of propylene oxide due to nucleophilic attack with subsequent triatomic ring opening [43]. Presumably, the

rate of these processes in glacial acetic acid is very low due to the low value of the autoprotolysis constant of AcOH which

is close to the autoprotolysis constant of water [44].

The appearance of the obtained lyogels is shown in Fig. 2a, all of them were transparent and retained their trans-

parency after the supercritical drying (Fig. 2b), the aerogels possessed extreme fragility and can hardly be handled.

FIG. 2. The visual appearance of the a) germania lyogel formed from GeCl4, acetic acid and propylene

oxide as starting reagents (sample Ac60 HCl2.5) and b) the corresponding germania aerogel

According to X-ray diffraction data, the aerogels obtained without the addition of hydrochloric acid in the reaction

mixture regardless of the molar content of acetic acid, were amorphous. In contrast, aerogels synthesized in the presence

of hydrochloric acid showed diffraction patterns characteristic of hexagonal GeO2 (Fig. 3). The estimations of crystallite

size for the samples Ac60 HCl2.5, Ac60 HCl5, Ac80 HCl5 amounted to 24±2, 20±1 and 20±1 nm, respectively.

Thus, very slow gelation of the solution containing acetic acid, germanium chloride and propylene oxide results in

the formation of X-ray amorphous materials while fast gel formation which occurs upon the addition of aqueous HCl to

the reaction mixture, results in the formation of nanocrystalline germanium oxide. The exact reasons for such a dramatic
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FIG. 3. X-ray diffraction patterns of germania aerogels synthesised from the mixtures of GeCl4, acetic

acid and propylene oxide as starting reagents. The Bragg peak positions of GeO2 (PDF No. 36-1463)

are shown as a reference

difference in the structure of GeO2 aerogels is unclear, they can be related to the very different rates of gelation. One

should also consider the chemistry of germanium complexes with acetic acid: their formation and hydrolysis mechanism.

Despite the formation of such complexes is discussed in the literature [45] their composition and chemical behavior is

underexplored.

IR spectroscopy data for the aerogels are presented in Fig. 4a. All the spectra show two main absorption bands in the

region of 1000 – 790 and 620 – 480 cm−1, related to antisymmetric stretching and deformation vibration of Ge–O–Ge

in hexagonal GeO2, correspondingly [46–50]. Absorption band at 755 cm−1 can be assigned to the Ge–O stretching

vibration, or more probably, to the Ge–OH vibration [32, 51]. The coincidence of the positions and intensity ratios of all

the main absorption bands in the IR spectra of amorphous and crystalline samples provides indirect evidence that, in terms

of composition, the X-ray amorphous samples also represent germanium dioxide. In the IR spectrum of the Ac60 HCl5

sample in the wavenumber range from 1800 to 1000 cm−1, the most pronounced absorption bands are most likely related

to the characteristic vibrations of the acetic acid and propylene oxide molecules [52–54], which remained in the aerogel

after supercritical drying. The IR spectroscopy data matched well with the Raman ones (Fig. 4b). The band at 262 cm−1

corresponded to the Ge–O bending modes and three bands in range from 440 to 590 cm−1 are associated with Ge–Ge

stretching motions [55]. Weak peaks in high-frequency region (up to 970 cm−1) are typically assigned to Ge–O stretching

motions within tetrahedral GeO4 groups. Vibrations of the organic residues are manifested in the range above 2800 cm−1.

Similar to the IR spectra, the magnitude of these oscillations is most pronounced in the Ac60 HCl5 sample.

From the chemical sense, the mechanism of the formation of germanium oxide through sol-gel route should include

the interaction of germanium-containing species with water molecules or hydroxy groups followed by the condensation of

germanoles. In the mixtures of GeCl4, glacial acetic acid and propylene oxide one can hardly expect the presence of free

water molecules. However, the formation of GeO2 as a result of interaction of GeCl4 with benzyl alkohols was recently

reported [56]. In that case, the formation of water in the reaction mixture was either due to the GeCl4 catalysed interaction

of alkohols and the formation of ethers, or due to the alkyl chloride elimination reaction. Thus, it can be expected that

the mechanism of GeO2 formation in glacial acetic acid and propylene oxide can include either the formation of acetic

anhydride or, more probably, acetyl chloride.

Note that, according to EDX data, for all the germania aerogels, the presence of chlorine did not exceed 0.1 atomic

percent, which indicates that the hydrolysis of germanium tetrachloride occurred quantitatively, and supports the formation

of GeO2.

The microstructure of amorphous samples Ac20, Ac60, Ac80 can be described as a three-dimensional network con-

sisting of nanosized (∼ 20 nm) particles. In turn, crystalline samples (Ac60 HCl2.5, Ac60 HCl5, Ac80 HCl5) consist of

micron sized ellipsoid-like aggregates of ultrasmall particles nearly 20 nm in size (Fig. 5). The latter observation is in a

good agreement with the results of X-ray diffraction.

Table 2 presents the values of the specific surface area of the obtained aerogels. For the series of amorphous samples,

the obtained values are very close to each other (∼ 80 m2/g), which agrees with the SEM data. Conversely, the specific

surface of the crystalline samples differs greatly from each other. The lowest specific surface (∼ 5 m2/g) was registered

for the Ac60 HCl5 sample, which may be due to the presence of the reaction by-products (see the IR spectroscopy
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FIG. 4. (a) IR and (b) Raman spectra of germania aerogels synthesised from the mixtures of GeCl4,

acetic acid and propylene oxide as starting reagents

FIG. 5. SEM images of a) Ac20; b) Ac60; c) Ac80; d) Ac60 HCl2.5; e) Ac60 HCl5; f) Ac80 HCl5 samples
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data). Despite the fact that, according to SEM data, the Ac60 HCl2.5 sample consists of agglomerates about 500 nm in

size, it possessed the largest surface area (∼ 113 m2/g) among all the samples. Probably, the chosen ratio of reagents

makes it possible to achieve the most optimal gelation time. The gelation time was low enough to prevent the strong

coalescence (ageing) of individual particles, yet high enough for the formation of the 3D aerogel network with reasonable

mechanical strength.

Analysis of the luminescent properties has shown that the shape and position of the main bands in the excitation

and emission spectra of the obtained aerogels coincide with those for aerogels obtained by both the decomposition of

ammonium germanate [50] and the epoxide-induced sol-gel synthesis in an aprotic solvent [36]. The most pronounced

bands in the excitation spectra (Fig. 6) recorded at 440 and 530 nm are localized in the region of 238 and 390 nm.

TABLE 2. Specific surface area of germanium dioxide aerogels

Sample
Molar ratio

GeCl4:Ac:HCl:Prop

Gel formation

duration
SBET, m2/g

Ac20 1:20:0:10 ∼20 days 79

Ac60 1:60:0:10 ∼ 9 days 74

Ac80 1:80:0:10 ∼ 9 days 83

Ac60 HCl2.5 1:60:2,5:10 ∼60 min 113

Ac60 HCl5 1:60:5:10 ∼ 15 min 5

Ac80 HCl5 1:80:5:10 ∼ 120 min 44

FIG. 6. Excitation spectra recorded at 440 nm (a) and 530 nm (b) of germania aerogels synthesised

from the mixtures of GeCl4, acetic acid and propylene oxide as starting reagents

The luminescence spectrum obtained under excitation at 390 nm reveals three well-defined bands in the blue-green

spectral range at 447, 487, and 530 nm (Fig. 7a). It is a common point, that the blue and green photoluminescence

of GeO2 powder is associated to radiative recombination processes involving different defects, first of all oxygen and

oxygen-germanium vacancies centers [19, 57]. The ratio of the blue and green bands varies for different samples. One

plausible explanation for this phenomenon could be attributed to the variation in the number of oxygen vacancies present

on the surface of the aerogel materials. When excited by radiation with a higher energy (at 240 nm), the emission spectrum

becomes more complex (Fig. 7b). Additional bands appear in the violet region of the spectrum around 370 – 430 nm.

The origin of violet photoluminescence is typically ascribed to the presence of neutral oxygen vacancies in germanium

oxide [7].

Thus, it has been shown that the use of acetic acid as a solvent for GeCl4 and propylene oxide as a gelation agent leads

to the successful formation of monolithic lyogels, in contrast to the previously proposed synthesis with butyl/ethyl acetate,
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FIG. 7. Emission spectra excited at 390 nm (a) and 240 nm (b) of germania aerogels synthesised from

the mixtures of GeCl4, acetic acid and propylene oxide as starting reagents

which also required the use of hydrochloric acid [35, 36]. Although it is evident that the formation of germanium oxide

occurs through the non-hydrolytic sol-gel process, further research is needed for establishing the reaction mechanism.

Employing supplementary methods, particularly NMR spectroscopic studies of the reaction mixtures at different stages of

the gelation process can contribute to understanding of the mechanism. Most importantly, the role of the hydrochloric acid

should be elucidated, whether it alters the reaction mechanism or merely accelerates the rate of the reaction. It should be

noted that the sol-gel synthesis of crystalline aerogels presents a challenging task for modern materials science [58]. The

discovery of the potential to synthesize germanium dioxide aerogels with desired and high textural characteristics through

minor alterations of the synthesis route can be a significant advance from a fundamental standpoint. This approach offers

the flexibility to tailor the functional properties of the resulting materials, a capability that holds immense promise for

diverse applications [59, 60].

4. Conclusions

For the first time, a method for producing germanium dioxide aerogels by the epoxide-induced sol-gel method using

acetic acid as a solvent has been proposed. It was found that the molar content of acetic acid used (20-80-fold molar excess

relative to GeCl4) has virtually no effect on the composition and microstructure of the products – the resulting aerogels are

X-ray amorphous with a particle size of about 20 nm and a specific surface area of about 80 m2/g. Moreover, the addition

of hydrochloric acid to the reaction medium leads to a significantly higher rate of gelation of the initial lyogels and the

production of aerogels of crystalline germanium dioxide (hexagonal syngony) with a crystallite size of about 20 nm. The

morphology and degree of crystallinity of aerogels did not have a direct impact on their luminescent properties. The

general appearance of the excitation and emission spectra was similar for all samples. However, when excited at 390 nm,

the ratio of the intensities of the green and blue bands differed between samples.
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ABSTRACT TiO2 nanotube (TNT) electrodes were fabricated by electrochemical anodization of titanium in ethy-

lene glycol electrolyte with added NH4F (0.5 wt.%) and water (2 % w/w). The (TNT)-cadmium oxide (CdO)

composite was fabricated using potentiostatic cathodic deposition. Structural properties of the obtained coat-

ings have been investigated by scanning electron microscopy and X-Ray photoelectron spectroscopy, Raman

spectroscopy, X-Ray diffraction and transmission electron microscopy. The TNT-CdO electrode demonstrates

high efficiency in photoelectrochemical degradation of methanol, ethylene glycol, glycerol and sorbitol in aque-

ous solutions of 0.1 M Na2SO4 upon irradiation by a simulated sunlight. The highest photooxidation currents

were obtained for sorbitol. Intensity-modulated photocurrent spectroscopy shows that the photoelectrocatal-

ysis efficiency is due to suppression of the electron-hole pairs’ recombination and to increase in the rate of

photo-induced charge transfer. Thus, the TNT-CdO composite is an effective photoanode for developing the

technology of photoelectrochemical degradation of sorbitol and other alcohols by-products of biofuel produc-

tion.

KEYWORDS Nanotubes, TiO2–CdO composite, photoelectrocatalytic oxidation, methanol, ethylene glycol, glyc-

erol, sorbitol
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1. Introduction

Titania – TiO2 – is widely used in very diverse fields due to its high photosensitivity, non-toxicity, simplicity of

preparation and stability in a wide pH range [1,2]. Rich variety of nanostructured titania morphologies may be fabricated,

such as nanoparticles, nanotubes and nanofibers. Harvesting solar energy by titania nanotubes (TNT) prepared by titanium

anodization [3, 4] attracts considerable attention due to higher rate of photogenerated charge transfer in comparison with

films made of titania nanoparticles [5, 6]. Large band gap of TiO2 limits light absorption to photons with energies close

to UV-range. Absorption in the visible spectral range is made possible by introducing dopants narrowing the band gap;

for example, CdS [7, 8], CdSe [9, 10], TiSi2 [11], Fe2O3 [12] and NiO [13]. In particular, admixture of CdO, a n-type

semiconductor characterized by a 2.32 eV direct and 1.36 eV indirect band gaps [14], is promising for several applications.

Nanostructured TNT-CdO materials could be obtained using different approaches including electrodeposition of CdO on

TNT substrate [15] or soaking of TNT with cadmium salts with subsequent annealing in air [16]. These composites

demonstrate noticeable enhancement of water photoelectrochemical oxidation relative to pure TNT.

Common approaches to decompose the alcohols into carbonyl compounds are characterized by harsh reaction condi-

tions, formation of abundant harmful waste and low selectivity. Novel methods based on photo-, electro- and photoelectro-

catalytic alcohols’ oxidation to precursors and intermediates for production of pharmaceuticals and other substances [17]

combined with simultaneous production of pure hydrogen are of considerable theoretical and applied interest. Among al-

cohols produced from renewable biomass sorbitol plays an important role due to possibility of its conversion into alkanes,

methanol and hydrogen by reforming in aqueous medium [18–21]. Sorbitol also serves as a precursor for medications

(e.g., isosorbide – a popular diuretic), polymers, solvents, fuel additives etc [22].

In this work we report influence of CdO promotion on photoelectrocatalytic activity of nanostructured titania pho-

toanodes in reaction of selective photoelectrochemical sorbitol degradation under simulated Solar light. The photoanodes

© Grinberg V.A., Emets V.V., Shapagin A.V., Averin A.A., Shiryaev A.A., 2025
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were made by two-step anodisation of VT1-0 titanium alloy followed by cathodic deposition of CdO. Note that the current

study does not address the composition of the products of photoelectrooxidation of the mentioned alcohols.

2. Experimental

2.1. Materials

Chemically pure (>99 %) ammonium fluoride NH4F and ethylene glycol (99.9 %), methanol, ethylene glycol, glyc-

erol, sorbitol, Cd(NO3)2 ·4H2O, sodium bicarbonate (NaHCO3), sodium sulfate (Na2SO4) were purchased from (Aldrich,

St. Louis, MO, USA) and used in the coating fabrication without further purification.

2.2. Preparation of TNT/Ti photoanodes

The electrodes were prepared by anodic oxidation of titanium foil (VT1-0 alloy, 99.5 % of Ti, 1.0 × 1.0 × 0.3 cm) at

20 ◦C in electrochemical cell, containing solution of ethylene glycol 0.5 % (w/w) NH4F and 2 % (w/w) H2O as supporting

electrolyte, and a Pt–Ir plate (8 cm2) used as cathode. Two-step anodization procedure was employed to obtain stable and

uniform structure [23–26]. The first step was performed at a constant voltage of 60 volts for 1 hour, followed by the

coating removal in an ultrasonic bath in a 0.1 M HCl solution for 180 s. Next, the electrode was rinses with distilled

water, air-dried at 50 ◦C and subjected to a second anodization step in the same solution at a constant voltage of 60 V

for 1 hour. Subsequently, the TNT/Ti electrode was washed with deionized water, dried in air and annealed at 450 ◦C

(heating rate 7 ◦C/min) for 1 h. After cooling in the oven for 12 h, the obtained samples coated with the uniform TNTs

film were used for further investigations. The titania nanotubes grow due to two competitive reactions anodic oxidation

and chemical dissolution of TiO2 [27].

2.3. Preparation of TNT–CdO Photoanode

Cadmium oxide was deposited on the preformed TNT at a constant potential E = −0.75 V (vs. Ag/AgCl) from a

5 mM Cd(NO3)2 · 4H2O + 0.1 M KCl solution while stirring the electrolyte according to the procedure described in [28].

Depending on the deposition time, the electric charge that passed varied between 50 and 800 mC. CdO formation via

generation of intermediate Cd(OH)2 was proposed in [29].

NO−

3 +H2O+ 2e− → NO−

2 + 2OH−, (1)

Cd2+ + 2OH−

→ Cd(OH)
2
. (2)

Cd(OH)2 is converted to CdO at temperatures above 280 ◦C by the following reaction [30]:

Cd(OH)
2
→ CdO +H2O. (3)

2.4. Characterization of the TNT–CdO photoanodes

2.4.1. Study of the structure and phase composition of the TNT–CdO photoanodes. Morphology of the deposited TNT

and TNT–CdO, the phase composition and Raman spectra were recorded as in [31–33].

Morphology of the deposited TNT and TNT–CdO was assessed by Scanning Electron Microscopy (SEM) with a

JEOL JSM-6060 SEM and JED-2300 Analysis Station (JEOL).

The phase composition of the deposited film coatings was studied by X-ray diffraction (XRD) analysis on an Empyrean

X-ray diffractometer (Panalytical BV). Ni-filtered Cu-Kα radiation was used; the samples were studied in the Bragg–

Brentano geometry. The phase composition was identified using the ICDD PDF-2 diffraction database.

Raman spectra were recorded using an inVia “Reflex” Raman spectrometer (Renishaw) with a 50× objective. The

405-nm line of a diode laser was used for excitation, and laser power on the sample was less than 0.2 mW.

XPS spectra were obtained on an OMICRON ESCA+ spectrometer (Germany) with an aluminum anode, equipped

with a monochromatic X-ray source XM1000 (AlKα 1486.6 eV and a power of 252 W).

2.4.2. Photoelectrooxidation. Photoelectrochemical measurements were performed using a setup comprising photoelec-

trochemical three-electrode cell PECC-2 (Zahner Elektrik, Germany), a 150 W Solar spectrum simulator 96000 (New-

port) with an AM1.5G filter, and an IPC-Pro MF potentiostat (IPChE RAS, Russia). The working electrode in the cell

was a 1 cm2 TNT and TNT–CdO photoanodes. A Pt wire with a surface area of approximately 3 cm2 was used as an

auxiliary electrode. All potentials are measured with a silver chloride electrode as a reference. Potentials relative to a

reversible hydrogen electrode can be determined from the equation: ERHE = EAg/AgCl + 0.059 × pH + EAg/AgCl, where

EAg/AgCl = 0.197.

Photoelectrochemical oxidation of alcohols (methanol, ethylene glycol, glycerol and sorbitol) and Intensity modu-

lated photocurrent spectroscopy (IMPS) were carried out as described earlier in [31–33].
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3. Results and discussion

Several photoanode samples were fabricated for research. The samples with pure titania nanotube coatings are

designated as TNT. The photoanodes with modified TNT films are denoted as TNT–(0.05)CdO, TNT–(0.2)CdO, TNT–

(0.8)CdO, where the number in parentheses denotes the electric charge spent on the electrodeposition of CdO in Coulombs

per cm2 of the geometric surface of the photoanode. The technique for manufacturing photoanode samples is described

in detail in the Experimental details section.

Nanotubular structure of the TNT and TNT-CdO samples annealed at 450 ◦C is clearly visible in scanning electron

microscopy (SEM) images, see Fig. 1. The nanotubes are 20 – 22 µm long, average wall thickness is ∼ 20 nm and average

diameter of nanotubes is ∼ 100 nm. Results of chemical analyses are shown in Fig. A1 and Tables A1–A4 (Appendix).

FIG. 1. SEM images (SE mode) of the TNT photoanodes obtained by two-stage titanium anodization

(see text for detail). A – pure TNT film; B, C, D – CdO cathodically deposited with 50, 200 and 800 mC,

respectively. Images A1, B1, C1, D1 were acquired at sample inclination of 45◦ relative to the incident

electron beam

X-ray diffraction patterns and Raman spectra of the TNT–(0.05)CdO, TNT–(0.2)CdO, TNT–(0.8) CdO (Fig. 2) sam-

ples show absence of peaks due to CdO or CdTiO3. The patterns/spectra are virtually identical and correspond to the

anatase polymorph of TiO2. The relative intensity of the 004 and 105 anatase reflections varies slightly between the sam-

ples, reflecting minor differences in texture of the deposited films. The 004 texture of the deposited TNT films is much

less pronounced than in our previous study of the TNT-based photoanodes [33]. The only minor change in the Raman

spectra is a slight decrease in intensity of the A1g and of the B1g peaks (517 and 395 cm−1, respectively) relative to the

Eg mode observable for the two samples with the highest amount of the deposited CdO. These variations are difficult to

discuss quantitatively, but may also correspond to texture. Fig. 1(D and D1) demonstrate that at the highest electric charge

(0.8 C) during the CdO electrodeposition the surface of the TNT becomes “smeared”, presumably, due to large amount

of defects. Nevertheless, even in this sample separate Cd-rich phase are not formed. This implies formation of cadmium

solid solution in titania.

Positions of Ti 2p transitions in X-ray photoelectron spectra correspond to anatase. Positions of the Cd 3d5/2
and 3d3/2 peaks (405.6 and 412.5 eV, respectively) are slightly higher than reported for CdO (e.g., compilation at

https://xpsdatabase.net/, accessed on 13.11.2024), which implies lowering of the electron density on Cd ions, presum-

ably, due to distortions of the TiO2–CdO solid solution lattice and/or presence of vacancies (Fig. A2, Appendix). The

shift may be also related to electron transfer from Cd to Ti as suggested in [15].

Figure A3 (Appendix) shows TEM image of a carbon replica from the TNT–(0.2)CdO sample. The TNT array

is covered by micron-size spherolites. Most likely, the formation of the spherolites results from incorporation of large

amount of Cd impurity into anatase lattice. Note that texture, pronounced in spherolites, is also manifested in Raman

spectra.

3.1. Photoelectrocatalytic degradation of methanol, ethylene glycol, glycerol and sorbitol aqueous solutions in

0.1 M Na2SO4

Figure 3A shows voltammograms of photoelectrochemical oxidation of water and of several alcohols on the prepared

TNT photoanode. Addition of the alcohols into the aqueous solution shifts the photoanode potential towards the cathode
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FIG. 2. Phase composition of the TNT–CdO samples after cathodic deposition of CdO. A – X-ray

diffraction pattern, reflections of anatase are noted. Sharp peaks correspond to titanium substrate. B –

the Raman spectrum of the initial TNT and of the TNT–(0.8)CdO sample, positions of the main anatase

peaks are indicated. The curves are displaced vertically for clarity

FIG. 3. Voltammetry of the TNT photoanode under the “light–dark” conditions. A – Voltammograms

of the TNT photoanode; B – Photocurrent transients measured at E = 0.5 V (vs. Ag/AgCl). The back-

ground solution (black curve) corresponds to aqueous 0.1 M Na2SO4 solution. Other curves correspond

to the background solution with 20 % addition of CH3OH, C2H4(OH)2, C3H5(OH)3, C6H8(OH)6, re-

spectively. Illumination is performed by a sunlight simulator with a power density of 100 mW·cm−2.

Potential scan rate is 10 mV·s−1

one; the oxidation photocurrents increase with the alcohol atomicity. Time-dependent transients of the oxidation pho-

tocurrents of water and of the alcohols on the TNT photoanode at a potential 0.5 V rel. Ag/AgCl (Fig. 3B) confirm the

voltammetry results. The oxidation photocurrents of glycerin and sorbitol are virtually equal and are the highest (0.2 –

0.3 mA) among the studied compounds. This indicated that concentration of photogenerated holes reaches plateau and

does not depend on number of hydroxyls (from 3 to 6) in the alcohol molecule.

Water photooxidation currents decrease in line with the increase of the CdO admixture to the TNT photoanode

(Fig. 4A). This also follows from behavior of photocurrent transients (Fig. 4B), measured at a potential of 0.5 V relative

to Ag/AgCl, as a function of the current spent for the Cd electrodeposition. Presumably, CdO admixture in TNT decreases

the photoelectrocatalytic activity of the photoanode in oxidation of water molecules due to changes in rates of the relevant

processes (recombination rate and rate of the charge transfer to a depolarizer molecule).

Earlier [31] we have shown that alcohol photoelectrooxidation current on an illuminated photoanode may correlate

with number of alcohol structural groups. The highest photoelectrocatalytic currents were obtained for the sorbitol, the

influence of the CdO modification of the TNT photoanodes is discussed on an example of this six-atomic alcohol. Fig. 5

shows that addition of 20 % (5.4 mM) of sorbitol into 0.1 M Na2SO4 solution leads to considerable increase of integral

photoelectrocatalytic process on all CdO-promoted TNT photoanodes in comparison with water oxidation. The largest

effect is observed for the TNT–(0.8)CdO photoanode. Fig. 6 reveals that the photoelectrooxidation currents for the six-

atomic sorbitol and for one-atomic methanol are virtually equal, but the molar sorbitol concentration is approximately six

times lower.
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FIG. 4. Electrochemical measurements for the TNT-(x)CdO photoanodes under “light–dark” condi-

tions in 0.1 M Na2SO4 aqueous solution. A – voltammograms curves; B – Photocurrent transients

measured in 0.1 M Na2SO4 aqueous solution at E = 0.5 V (vs. Ag/AgCl); C – Dependence of the wa-

ter photoelectrooxidation current at E = 0.5 V (vs. Ag/AgCl) as a function of the amount of deposited

CdO

FIG. 5. Voltammograms under “light-dark” conditions in aqueous solution of 0.1 M Na2SO4 + 20 %

C6H8(OH)6 for the photoanodes: TNT, TNT–(0.05)CdO, TNT–(0.2)CdO, TNT–(0.8)CdO

FIG. 6. Voltammograms of the TNT–(0.05)CdO photoanode under conditions “light–dark”. The back-

ground solution (black curve) is for the aqueous 0.1 M Na2SO4 solution. Other curves correspond to

the background solution with 20 % addition of CH3OH, C6H8(OH)6, respectively. Illumination is per-

formed by a sunlight simulator with a power density of 100 mW·m−2. Potential scan rate is 10 mV·s−1



TiO2 nanotubes modified with cadmium oxide for photoelectrocatalytic oxidation of alcohols 357

Even minimal admixture of CdO in TNT increases partial currents of sorbitol photoelectrooxidation at least two

times in comparison with pure TNT photoanode. Transients of the photoelectrooxidation currents are shown in Fig. 7.

The dependence of the sorbitol photoelectrocatalys on amount of deposited Cd is shown in Fig. 8.

FIG. 7. Photocurrent transients measured in 0.1 M Na2SO4 aqueous solution with addition of 20 % of

C6H8(OH)6 at E = 0.5 V (vs. Ag/AgCl) for the TNT –(x)CdO photoanodes. For all panels, the blue

curve corresponds to the solution with added C6H8(OH)6; the black curve – to the pure 0.1 M Na2SO4

solution

FIG. 8. Dependence of the partial current of photoelectrooxidation of 5.4 mM C6H8(OH)6 at E =
0.5 V (vs. Ag/AgCl) on the amount of deposited CdO

3.2. Estimation of recombination losses in the photoelectrooxidation of sorbitol

Figure A4 (Appendix) shows wavelength dependence of incident photon to current efficiency (IPCE %) for the TNT

and TNT–(0.05)CdO photoanodes in 0.1 M Na2SO4 aqueous solution. The sharp rise of the photocurrent is observed

below ∼ 400 nm, which is consistent with crystalline anatase. Formation of the solid solution upon Cd addition does not

shift neither the IPCE, nor the optical absorption spectra (relative to pure anatase in the latter case).

Recombination losses of photogenerated holes in the TNT photoanode in course of water and sorbitol photooxidation

were studied using Intensity-modulated photocurrent spectroscopy (IMPS) [34–36]. Monochromatic light with wave-

length of 385 nm (8 mW·cm−2 power density) was selected since it corresponds to IPCE % values (Fig. 9), providing

sufficient precision of the IMPS measurements. The IMPS spectra were obtained in 0.1 M Na2SO4 and in 0.1 M Na2SO4 +

5.4 mM sorbitol solutions at 0.2 V potential. The high frequency intercept of the IMPS curve with the abscissa gives total
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amount of photogenerated current I2. The low-frequency part gives I1, corresponding to oxidation of compounds present

in the electrolyte. For the 0.1 M Na2SO4 solution, high curvature of the IMPS trace in the first quadrant at low modulation

frequency (Fig. 9A) points to recombination losses at the TNT photoanode in course of water oxidation. Subsequently,

I1 < I2. Sorbitol addition markedly increases I2 value (the radius of the IMPS semi-circle increases). Larger I2 values

reflect higher oxidation rate of sorbitol in comparison with water; weak bending of the IMPS curve in the first quadrant

suggests lower recombination losses.

FIG. 9. IMPS (A) and normalized IMPS (B) dependences measured at E = 0.2 V (vs. Ag/AgCl) on

the TNT photoanode. Illumination is performed by monochromatic 385 nm light, 8 mW·cm−2 power

density

For quantitative analysis, the IMPS curves were normalized to I2 (Fig. 9). In 0.1 Ì Na2SO4 at E = 0.2 V, the

water oxidation photocurrent reaches 50 % of the total photogenerated current, I1/I2 = 0.5 (Fig. 9B, black curve); the

recombination losses are also ∼ 50 %, (I2 − I1)/I2 = 0.5. Addition of 5.4 mM of sorbitol reduces the losses to ∼ 7 %

(Fig. 9B, blue curve), since higher photooxidation rate of sorbitol consume the holes from surface states of the TNT

photoanode.

The IMPS measurements allow estimation of the recombination rate constant Krec and charge transfer constant Kct.

The I1/I2 ratio of the low frequency part of the IMPS spectrum is related to these constants as I1/I2 = Kct/(Krec +Kct).
The frequency of the light intensity in the semi-circle maximum in the first quadrant (fmax) is related to Krec and Kct

by the equation 2πfmax = (Krec + Kct). In case of water photoelectrooxidation on the TNT photoanode at E = 0.2 V

the calculated values of Kct and Krec are 0.247 and 0.247 s−1, respectively. For the sorbitol photoelectrooxidation Kct =
0.46 s−1 and Kct � Krec = 0.034 s−1; thus, sorbitol is more efficient acceptor of the photogenerated holes than water

molecules.

Figure 10 shows that even minute admixture of Cd in the titania nanotubes leads to marked decrease of the recom-

bination losses (there is no bend in the IMPS in the first quadrant at low modulation frequency). This observation is

in line with increase of partial photocurrents of sorbitol oxidation on the Cd-promoted anode in comparison with the

pure TNT photoanode (Fig. 7). Consequently, a photoanode based on Cd-promoted titania nanotubes is an efficient

photoelectrocataliser of sorbitol degradation. Presumably, the enhancement of this photoanode properties is due to small

recombination losses of the photogenerated charges (Krec � 0.034 s−1) and higher charge transfer rate (Kct > 0.46 s−1)

to a stronger acceptor.

Modification of TNT with CdO markedly increases sorbitol photoelectrooxidation rate both because of the smaller

recombination constant and due to larger constant of the charge transfer to more efficient holes acceptor. Therefore, CdO-

modified photoanodes from titania nanotubes may be employed for photoelectrochemical degradation of sorbitol and of

other alcohols, by-products of biofuel manufacturing.
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FIG. 10. IMPS dependences measured at E = 0.2 V (vs. Ag/AgCl) on the TNT and TNT–(0.05)CdO

photoanodes in aqueous 0.1 M Na2SO4 with 20 % addition of C6H8(OH)6. Illumination is performed

by monochromatic 385 nm light, 8 mW·cm−2 power density

4. Conclusions

Nanostructured photoanodes consisting of titania (anatase) nanotubes on a titanium substrate were fabricated by

electrochemical anodization of Ti metal foil in ethylene glycol with addition of 0.5 wt.% NH4F and 2 wt.% of water.

Subsequently, various amounts of CdO were electrochemically deposited. At the employed conditions solid solutions

CdO–TiO2 were formed. Under illumination with solar light simulator, obtained photoanodes demonstrate high activity

in photoelectrochemical degradation of alcohols, and, in particular, of sorbitol (C6H8(OH)6) in aqueous 0.1 M Na2SO4

solution. The photoactivity increases with amount of CdO in the photoanode. Results of intensity-modulated photocurrent

spectroscopy show that despite significant reduction in recombination losses due to formation of the CdO–TiO2 solid

solution, rate of water oxidation drops, presumably due to decrease of the charge transfer constant to H2O molecules.

Appendix

FIG. A1. Typical EDX spectrum of the samples TiO2–NTbs promoted by CdO and Standardless Quan-

titative Analysis of samples with different cadmium oxide content presented in the Tables A1–A3
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TABLE A1. ZAF Method Standardless Quantitative Analysis (0.05 C). Fitting Coefficient: 0.2626

Element (keV) Mass % Error % At % Compound Mass % Cation K

C K 0.277 1.97 0.05 4.73 1.2149

O K 0.525 30.27 0.47 54.57 12.6515

Ti K 4.508 67.46 0.34 40.63 85.7918

Cd L* 3.132 0.30 0.47 0.08 0.3418

Total 100.00 100.00

TABLE A2. ZAF Method Standardless Quantitative Analysis (0.2 C). Fitting Coefficient: 0.2679

Element (keV) Mass % Error % At % Compound Mass % Cation K

C K 0.277 2.17 0.05 5.02 1.3691

O K 0.525 33.10 0.43 57.51 14.6929

Ti K 4.508 64.45 0.33 37.40 83.6111

Cd L* 3.132 0.28 0.46 0.07 0.3269

Total 100.00 100.00

TABLE A3. ZAF Method Standardless Quantitative Analysis (0.8 C). Fitting Coefficient: 0.2617

Element (keV) Mass % Error % At % Compound Mass % Cation K

C K 0.277 1.62 0.05 3.91 1.0134

O K 0.525 30.89 0.45 55.88 13.1659

Ti K 4.508 65.86 0.33 39.79 83.9665

Cd L* 3.132 1.62 0.46 0.42 1.8542

Total 100.00 100.00

TABLE A4. Binding energy and the composition of the sample TiO2–NTbs promoted by cadmium

oxide (0.2 C/cm2)

Peak name Eb, eV Quant., at.%

Ti2p TiO2 459 25.95 25.95

Cd3d Cd 405.6 0.12 0.12

H2O 533 3.36

O1s

C–O 531.8 10.81
73.93

C=O 531 7.9

TiO2 530.2 51.86



TiO2 nanotubes modified with cadmium oxide for photoelectrocatalytic oxidation of alcohols 361

(a) (b)

(c) (d)

FIG. A2. XPS spectra of cadmium-modified TiO2–NTbs prepared by cathodic deposition of CdO

(0.2 C/cm2) (a); High-resolution XPS spectra of Ti 2p, Cd 3d and O 1s (b–d). The sample was cal-

cined at 450 ◦C in air for 1 h

FIG. A3. TEM image of the supermolecular surface structure of TNT–(0.2)CdO
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FIG. A4. Wavelength dependence of IPCE% for the TNT and TNT–(0.05)CdO photoanodes in 0.1 M

Na2SO4 aqueous solution
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ABSTRACT A study of the morphological features of regenerated wood pulp LS-0 obtained from its solutions in

[BMIm]Cl at concentrations ranging from 2 to 26 % has been performed. It was demonstrated that at concen-

trations of LS-0 up to 8 % in [BMIm]Cl, thermograms exhibited a reduction in thermal stability concomitant with

an increase in coke residue. In samples of regenerated cellulose obtained from solutions with an LS-0 content

of 14 % or more, two maxima are observed on the differential thermogravimetric curves (DTG). This phe-

nomenon was explained by the presence of two phases formed during the dissolution-regeneration process.

The impact of [BMIm]Cl on the structural characteristics of regenerated cellulose was investigated through IR

spectroscopy and X-ray diffraction analysis.
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1. Introduction

Cellulose, a renewable natural polymer, has long been the subject of considerable interest, both in terms of its po-

tential applications in various spheres of human life and the study of its physicochemical properties [1–3]. The unique

structure of cellulose is a combination of amorphous and crystalline particles that together determine its properties [4].

The fundamental monomeric unit is typically regarded as a cellobiose, which unites two glucose residues through a β-

glycosidic bond [5]. In contrast to the typical α-glycosidic linkages of starch, these linkages are more resistant to acid

hydrolysis. The strength of the cellulose polymer chain is due to hydrogen bonds between hydroxyl groups included in

cellobiose [6,7]. Interactions between adjacent chains lead to the formation of structural fragments – fibrils, which have an

ordered structure and form microcrystalline regions [4]. This structure of cellulose determines its properties on the macro

level. Depending on their origin, cellulose fibers have different degrees of polymerization (DP), which determine their

field of application. Flax fibers have the greatest length [8], which allows them to be used in the production of ropes and

in the textile industry. Cotton fibers have a lower DP and are primarily used in the textile industry. Wood cellulose, which

is the most common, has a DP of 103 – 104 and is mainly used in paper production. Since cellulose does not allow direct

processing, the chemical modification of its glycosidic units by the formation of ether groups has been used to expand

the range of its applications [8]. This modification affects the hydroxyl groups of both amorphous and crystalline regions

of cellulose. Based on this process, nitrocellulose [10], cellulose sulfite and acetate [11] were obtained. When cellulose

is dissolved in Schweitzer’s reagent (copper ammine) [12], spinning solutions are formed. When they are extruded into

acidified water, free hydrated cellulose is formed. The dissolution of cellulose without its chemical modification has been

demonstrated using dimethylacetimide with lithium chloride [13, 14], in aqueous solutions of transition metal complexes

with amines, molten hydrates of inorganic salts [15], and various quaternary ammonium salts in DMSO [16, 17]. Other

studies have used ionic liquids in DMSO [18] or N-methylimidazole [19], as well as a combination of the ionic liquid

[BMIm]OAc with LiCl [14]. The use of mono-solvents allows them to be used in recycling. An illustrative example is

N-methylmorpholinoxide (NMO), which was proposed in 1939 [20]. This compound was subsequently employed in the

production of Liocell§fibers. In this process, NMO is reused following its extraction from the wash water. Another group

© Mikhaleva M.G., Usachev S.V., Vedenkin A.S., Ikim M.I.M., Politenkova G.G., Lomakin S.M., 2025



Investigation of morphological features and thermal stability of regenerated wood cellulose ... 365

of monosolvents are ionic liquids (ILs), formed by a cation-anion pair and having a melting point below 100 ◦C [21]. In

2002, a series of compounds based on an imidazolium cation with different anions were employed for the dissolution of

cellulose [22]. In subsequent works, the range of IL employed for this process has been considerably expanded [23–25].

The interaction of ionic liquids with the polymer chains of cellulose results in the rupture of the hydrogen and

intermolecular bonds that are present in its macro molecules. The dissolution of cellulose in IL involves a number of

stages: infiltration, limited swelling, partial dissolution, dissociation, and complete dissolution [26]. Based on nuclear

magnetic resonance (NMR) data, it has been revealed that the solvation of cellulose in the IL [BMIm]Cl occurs through

the formation of hydrogen bonds between hydroxyl protons of the cellulose and the chloride ions that make up the IL [27].

Structural changes of microcrystalline cellulose (MCC) during its dissolution in [EMIm][OAc] over a wide concentration

range (0 – 100 %) were investigated using small-angle X-ray scattering (SAXS) [28]. It was shown that at a cellulose

content of about 35 % (mol) in solution, a cellulose/IL complex with high structural periodicity is formed, and a crystalline

structure is observed at a concentration exceeding 40 % (mol). In addition to the study of solubility, an equally important

issue is the study of the morphology of regenerated cellulose after its isolation from IL solutions [25, 29]. Previously, we

published the results of studies of the structure of cellulose fibers obtained by extrusion of its solutions in [BMIm]Cl into

water [30]. It was found that the fibers consist of a core consisting of pseudofibrils about 30 nm thick, and a shell. At the

same time, the tensile strength averaged 250 MPa.

The aim of this work was to study the morphological features and thermal stability of wood cellulose LS-0, depending

on its concentration in solutions based on the ionic liquid [BMIm]Cl.

2. Materials and methods

The ionic liquid 1-Butyl-3-methylimidazolium chloride [BMIm]Cl was prepared according to the procedure given

previously [30].

FT-IR spectrum was recorded on a Bruker Tensor 27 spectrometer equipped with an ATR attachment (Pike MIRacle)

with a germanium (Ge) crystal in the frequency range 800 – 4000 cm−1 with 32 rescans and 4 cm−1 resolution.

Thermogravimetric analysis (TGA) of cellulose samples was conducted on thermoanalytical scales TG 209 F1, man-

ufactured by the Netzsch company, in an inert argon environment at a heating rate of 20 ◦C/min. The samples were

suspended at a weight of 3 – 6 mg. The data were analyzed using the NETZSCH Proteus program (version 4.8.4).

X-ray radiographs (XRD) of cellulose samples were obtained at room temperature on a Rigaku Smartlab SE auto-

mated diffractometer using Cu Kα radiation with a wavelength of 1.5406 Å (Bragg reflection geometry, 40 kV, 50 mA).

The 2θ angle range was set to 10 – 50◦, with a scanning step of 0.02◦ and a scanning speed of 5 ◦/min.

The electron microscopy analysis was made using a JSM 7500F scanning electron microscope (JEOL, Japan). The

spatial resolution varied between 1.0 nm (15 kV of accelerating voltage) and 1.4 nm (1 kV).

Bleached wood sulfate pulp from a mixture of hardwoods (LS-0 grade, GOST 28172-89, manufacturer – JSC

“Arkhangelsk PPM”, DP 900) was washed with water, filtered and dried at 55 ◦C to constant weight. 1-Methylimidazole

(99 %, Acros Organics), 1-chlorobutane (99 %, Acros Organics). Methylene chloride and acetonitrile were purified by

distillation and stored over 3 Å molecular sieves.

The preparation of samples of regenerated cellulose was conducted in accordance with the methodology outlined in

reference [32]. A fixed quantity of wood cellulose (LS-0) was introduced into [BMIm]Cl solutions of varying concen-

trations (98, 92, 86, 80, and 74 %). Subsequently, the samples were heated at 65 – 70 ◦C to remove the acetonitrile.

Once the solvent had been completely removed, the impregnated [BMIm]Cl was heated to 110 ◦C for a period of two

hours. Solutions with LS-0 concentrations of 2, 8, 14, 20, and 26 % were obtained. Following a period of cooling to room

temperature, 20 mL of distilled water was added to the resulting samples. After four hours, the water was drained off the

precipitated cellulose, and 20 mL of water was added to the precipitate. This washing process was repeated five more

times in order to completely remove the [BMIm]Cl. The regenerated cellulose was then dried at 55 ◦C until it reached a

constant weight.

3. Results and discussion

3.1. Effect of dissolution of wood cellulose in [BMIm]Cl on its structure

The use of ionic liquids as a solvent for cellulose, discovered by Swatloski et al. [22], has gained widespread accep-

tance. In subsequent studies, a wide range of such compounds was investigated, in which the key elements are quaternized

ammonium or phosphonium cations, and organic and inorganic acids are used as anions [25]. However, not all of them

demonstrated satisfactory cellulose dissolving capacity. In addition to the structure of the IL, the degree of polymerization

of the cellulose itself also influences the production of a homogeneous solution. Dissolution of microcrystalline cellulose

(MCC), which is characterized by low DP, is the most effective. In this case, it is possible to obtain solutions with a high

concentration, up to 20 %, using IL [BMIm]Cl [31]. In the previous work [32], devoted to the study of the dissolution

of wood cellulose LS-0 in IL based on [BMIm]+ with various anions, it was established that homogeneous solutions of

LS-0 with a concentration of up to 8 % (wt.) are formed when using the Cl− anion. When the anion is replaced by Br−

or CH3C(O)O−, the dissolution of LS-0 is significantly reduced, and the maximum concentration is 2 and 4 % (wt.),
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respectively. It was also found that the imidazolium cation in [BMIm]OAc reacts with the aldehyde group of the open end

of the carbohydrate chain. Therefore, our further studies aimed at dissolving cellulose LS-0 in IL were carried out using

[BMIm]Cl.

For our study, LS-0 solutions in [BMIm]Cl with concentrations of 2, 8, 14, 20, and 26 % were prepared. After

precipitation of LS-0 in water and subsequent removal of [BMIm]Cl from the cellulose matrix, the hydrogen bonds that

were disrupted during dissolution are formed (Fig. 1).

FIG. 1. Cellulose polymer chain and hydrogen bonds in the original cellulose (A) and in the regenerated

cellulose (B) obtained by precipitation from its solutions in ionic liquid

Figure 1(A) illustrates that natural cellulose predominantly comprises intramolecular hydrogen bonds situated at the

cellobiose unit [6, 7]. In the process of dissolution in IL, these bonds are disrupted as a result of the interaction between

the hydroxyl groups and [BMIm]Cl. As the concentration of LS-0 in the IL increases, the efficiency of its dissolution is

reduced. This is due to the insufficient quantity of IL capable to interact with hydroxyl groups. In this instance, a certain

degree of initial ordering in the crystalline regions of the cellulose may be retained due to the retention of hydrogen bonds

in the cellobiose unit. After treating the cellulose solution in IL with water, the solvent is removed, which leads to the

formation of new intermolecular hydrogen bonds within the polymer (Fig. 1(B)). As a result, the cellulose molecules

become more tightly packed and strongly bonded to each other. In some cases, such packaging reduces its reactivity,

similar to what happens with cellulose II [6,7]. This phenomenon was observed during the precipitation of LS-0 cellulose

in water from its solutions in [BMIm]Cl with a concentration of up to 6 % [32].

Figure 2 illustrates the X-ray diffraction patterns of LS-0 cellulose solutions in [BMIm]Cl.

As evidenced by the provided diffractograms, the initial LS-0 sample exhibits the presence of crystalline forma-

tions [33]. The crystallinity is markedly diminished in [BMIm]Cl solutions. Nevertheless, the diffractograms do reveal

FIG. 2. Diffractograms of LS-0 cellulose solutions and its solutions in [BMIm]Cl. LS-0 content: 2, 8,

14, 20 and 26 %



Investigation of morphological features and thermal stability of regenerated wood cellulose ... 367

the presence of weakly pronounced peaks, which can be taken to indicate the existence of a residual amount of ordered

regions. This phenomenon is particularly evident at a concentration of 26 %. These ordered regions probably play a key

role in the restoration of the structural features of cellulose during its precipitation in water upon removal of the IL. As a

result of this process, structures are formed that resemble the original cellulose in their architecture. Fig. 3 shows scanning

electron microscopy (SEM) images of recovered cellulose samples obtained from its solutions in [Bmim]Cl.

FIG. 3. SEM-image of precipitated (recovered) cellulose from its solutions in [Bmim]Cl: (1) fragment

of precipitated cellulose 26 %, (2) film surface 2 %, (3) film surface 5 %

Scanning electron microscopy images (Fig. 3(A)) demonstrate that at high concentrations of LC-0 in [Bmim]Cl and

its subsequent precipitation, the main structural fragments of cellulose are preserved. In this case, partial swelling of

the fibrils occurs, while their morphological characteristics remain unchanged. This indicates that hydrogen bonds in

the cellobiose units are practically unaffected. At a low concentration of cellulose, the dissolution process is particularly

intense, which leads to the formation of transparent solutions. In this case, cellulose deposited on a glass substrate exhibits

individual nanoscale fragments (Fig. 3(A,B)).

3.2. IR spectroscopy

Changes in the structural features of regenerated cellulose are clearly observed when analyzed using IR spectroscopy

(Fig. 4).

FIG. 4. IR spectra of precipitated wood cellulose LS-0 after dissolution in [BMIm]Cl. The percentages

in IL: 1 – 2 %, 2 – 8 %, 3 – 14 %, 4 – 20 %, 5 - 26 %, and LS-0 is the original cellulose (wave numbers

are given for the original cellulose LS-0)

Figure 3 illustrates the spectral characteristics of the initial LS-0 and those observed following a dissolution/precipita-

tion cycle in water from its solutions in [BMIm]Cl with a concentration of 2 – 26 % (weight). The portion of the spectrum

depicted in Fig. 3 pertains to the valence vibration region of the structural units constituting the cellobiose linkage. The

band assignment of the IR spectrum of cellulose was conducted in accordance with the data presented in the sources cited

in the references [34, 35]. It can be observed that in solutions with concentrations of 2 and 8 %, a notable amorphization

of LS-0 occurs, as evidenced by the disappearance of the bands at 1056 and 1035 cm−1. These bands, which refer to
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the valence vibrations of C–O (mainly C(3)–O(3)H) and deformation vibrations of C–O groups in the primary alcohol,

respectively, are absent in the amorphous state. As the concentration of LS-0 in [BMIm]Cl increases, the bands in question

become more pronounced. At a concentration of 26 %, two characteristic maxima are observed, which are typical of the

original cellulose. A notable alteration in the regenerated LS-0’s morphology is indicated by the broadening of the

band at 1109 cm−1, which belongs to the asymmetric vibrations of the glucopyranose ring. Concurrently, the band at

1163 cm−1 (asymmetric vibrations of the β-glycosidic C–O–C bond) undergoes a shift of 5 cm−1, which is particularly

pronounced for low concentrations (Fig. 3). There is also an increase in the intensity of the weak band at 1202 cm−1,

corresponding to in-plane deformation vibrations of OH groups. Although this band has insignificant intensity in the

spectrum of LS-0 itself, the increase in its intensity indicates an increase in the content of alcohol groups that do not

have hydrogen bonds with neighboring hydroxyls. On the other hand, the 896 cm−1 band corresponding to the valence

vibrations of the β-glycosidic C–O–C bond undergoes the least changes. Thus, the results of vibrational spectroscopy

indicate significant changes occurring in the structure of LS-0 cellulose during dissolution in [BMIm]Cl and during its

subsequent precipitation in water.

3.3. Thermal stability of regenerated cellulose

The thermal stability of cellulose is a characteristic that can be employed in the prediction of the stability of products

subjected to temperature exposure. As demonstrated in reference [36], the thermochemical conversion of cellulose is

contingent upon its associated components, namely hemicelluloses. Thermal stability of regenerated cellulose may also

depend on the type of solvents used during its processing [37]. Regenerated celluloses obtained from their solutions in

ionic liquids also show differences in TG analysis conditions. Using the example of microcrystalline celluloses dissolved

in ionic liquids of different chemical compositions, it was found that the nature of the solvent affects both the crystallinity

and the thermal stability of the recovered cellulose [38, 39].

In contrast to MCC, the wood cellulose LS-0 used in this work has a higher DP and contains both crystalline and

amorphous regions in its composition. The thermal stability of the obtained regenerated cellulose samples was investigated

using TGA. Fig. 5 shows the TG and DTG curves of wood pulp samples isolated from its solutions in [BMIm]Cl ionic

liquid.

Figure 5 illustrates that all samples exhibit a slight mass loss in the low-temperature region (less than 100 ◦C) due to

the evaporation of absorbed water. In the temperature range above 200 ◦C, there are notable differences in the behavior

of TGA curves, as evidenced by the alteration in the maximum values of DTG curves and the values of the final residual

mass (Fig. 5, Table 1).

TABLE 1. TGA/DTG results of cellulose samples before and after dissolution in [BMIm]Cl (LS-0

content in IL, 2 %; C – 8 %; D – 14 %; E – 20 %; F – 26 %)

Sample ( %, wt) Tmrd1 (◦C) Tmrd2 (◦C) Coke residue ( %)

LS-0 290 348.3 9.5

2 — / — 318.7 20.7

8 — / — 333.4 18.3

14 291.9 358.7 15.7

20 284.8 352.5 14.0

26 297.0 364.2 12.6

Tmrd1 and Tmrd2 – temperature of maximum decomposition rate

at the first (1) and second (2) stages on the DTG curve

As evidenced by the data presented in Table 1, the temperature of maximum decomposition rate (Tmrd2) of the original

pulp is 348.3 ◦C, and the value of coke residue is 9.54 %. In the case of regenerated pulp samples, these parameters

exhibit a markedly different profile. A decrease in the value of Tmrd2 is observed in the case of LS-0 in [BMIm]Cl

2 and 8 % compared to the original cellulose. As the concentration increases, two well-defined temperature maxima

are observed in the DTG curves. Concurrently, the Tmrd1 value for LS-0 and all samples derived from ILs remains

essentially unaltered, whereas Tmrd2 shifts towards the high-temperature region. Additionally, a notable increase in coke

residue is observed when the concentration of cellulose in [BMIm]Cl is reduced. This phenomenon can be attributed to

alterations in the intermolecular interactions of cellulose chains. Apparently, the content of a large number of ordered

structures (crystallites) in the original cellulose at the initial stage of thermal destruction can contribute to the acceleration

of dehydration processes and the breakdown of glycosidic bonds (Fig. 1(A)). This leads to the formation of both volatile
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FIG. 5. TG/DTG analysis of LS-0 samples after dissolution in [BMIm]Cl: A – initial LS-0; B – 2 %;

C – 8 %; D – 14 %; E – 20 %; F – 26 %

furan derivatives and levoglucosan [40], as well as solid products – unsaturated polyene structures capable of crosslinking

and aromatization (coke formation) [41].

Similarly, coke residue is also formed in amorphous regions of cellulose with less ordered structures (Fig. 1(B)).

Fig. 6 depicts a plot of the formal dependence of coke residue formation on the concentration of cellulose in [BMIm]Cl.

As illustrated in Fig. 6, an increase in LS-0 concentration within the ionic liquid is associated with a reduction in coke

residue within the regenerated cellulose samples. At the same time, the rate of formation of volatile products is observed

to increase, as evidenced by a decline in Tmrd2 (Table 1). This phenomenon may be attributed to the complete destruction

of the initial hydrogen-bonded structure at concentrations up to 8 %. After removal of the ionic liquid, cellulose undergoes

chaotic restoration of hydrogen bonds, which leads to its amorphization. As the concentration of cellulose in [BMIm]Cl

increases, the dissolution process becomes more difficult, which contributes to the partial preservation of crystalline

regions. It can be assumed that after precipitation in water and removal of IL from cellulose, pseudofibrils are formed on

the basis of partially ordered fragments [30]. The listed circumstances allow us to assume that the thermal destruction of
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FIG. 6. Dependence of coke residue formation on the concentration of LS-0 in [BMIm]Cl

cellulose depends on the amorphous and an ordered region contained in its structure and is determined by the difference

in the directions of thermochemical processes (Fig. 7).

As shown in Fig. 7, the initial stage of thermal destruction of cellulose includes the elimination of water molecules

and the formation of unsaturated C=C bonds. However, further development of the process begins to depend on the

morphological features of cellulose. Apparently, the ordering of the crystalline regions caused by hydrogen bonds in the

glycoside unit (Fig. 1(A)) significantly reduces the mobility of cellulose chains. Therefore, stabilization of dehydroxylated

hexoses of the cellobiose unit occurs due to the rupture of the glycoside bond (Fig. 7(A)). As a result, unstable structural

fragments capable of forming low-molecular compounds are formed at the site of the rupture. After dissolution in the

IL with subsequent regeneration, the morphology of cellulose changes (Fig. 1(B)), which is reflected in the process of

its thermal destruction (Fig. 5(B, C) and Fig. 7(B)). In regenerated cellulose, especially at low concentrations in the IL,

the hydrogen bonds that determine its spatial structure are destroyed. When cellulose is precipitated with water from an

IL solution, new hydrogen bonds are chaotically formed between its macromolecules, the arrangement of which differs

from the initial contacts. This leads to a change in the morphology of cellulose. In this case, as for the original LS-0,

the initial act is the elimination of water. However, at a later stage, the thermochemical processes begin to differ. Since

macromolecules in amorphous regions can have increased mobility, the stabilization of dehydroxylated hexoses can lead

FIG. 7. Formal representation of thermal degradation of regenerated LS-0 cellulose before (1) and after

dissolution in [BMIm]Cl (2)
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to intermolecular reactions with the formation of polyene structures. In this case, the rupture of glycosidic bonds and

the formation of low molecular weight pyrolysis products occur to a lesser extent, which leads to significant formation

of coke residue (Fig. 5). As the LS-0 content in ILs increases, the crystallinity disorder decreases, which also affects

the change in the directions of thermochemical processes. In this case, the process of formation of low molecular weight

fragments accelerates, which, in turn, leads to a decrease in the amount of polyene structures and coke residue.

Figure 8 depicts the diffractograms of the regenerated cellulose samples. It can be observed that at concentrations of

2 and 8 %, the disappearance of characteristic reflections at 2θ (16.2 and 22.7) occurs, which may indicate the complete

disappearance of the original ordering. This phenomenon is reflected in the thermochemical processes observed in the

TGA curves (Fig. 5(B, C)).

FIG. 8. Diffractograms of regenerated cellulose samples

As illustrated in Fig. 5(D), the thermal decomposition of cellulose regenerated from the solution containing 14 % is

significantly different from the previous cases. The amount of carbon residue decreases, and two characteristic maxima

appear in the DTG curve: Tmrd1 (291.9 ◦C) and Tmrd2 (358.7 ◦C). It is noteworthy that the DTG curve of the original LS-0

cellulose (Fig. 5(A)) also shows a weak peak in the range of 290 ◦C, which is difficult to distinguish from the primary

peak of Tmrd2.

It can be assumed that this peak is also present in samples B and C (Fig. 5), although less distinct than that ob-

served for Tmrd2. The same thermal degradation pattern is evident in the samples prepared from 20 and 26 % solutions

(Fig. 5(E, F)). The maxima observed for Tmrd1 and Tmrd2 in the DTG curves can be explained by the presence of two

structurally different phases contained in the samples. The presence of these peaks can be explained by the incomplete

dissolution of the ordered regions present in the cellulose fibers.

Apparently, the initial dissolution of LS-0 cellulose involves the interaction of [BMIm]Cl with the most accessible

amorphous regions, which leads to the consumption of most of the IL. The observation of crystalline formations with an

ordered structure indicates a reduced susceptibility to dissolution, which suggests that their original structure is partially

preserved. During precipitation of cellulose in an aqueous medium, a rapid regeneration of amorphous regions occurs,

and the presence of partially ordered structures leads to the formation of pseudofibrils. In light of these observations,

the first maximum observed in the range of 290 ± 7
◦C in the DTG curves can be attributed to the decomposition of the

amorphous phase, and the second maximum to structural fragments with partial order.

The application of X-ray diffraction analysis (Fig. 8) to the examination of reduced cellulose samples enables the

clear verification of structural alterations affecting the alteration of thermal stability. The graph illustrates the presence of

ordered structures in the samples.

The degree of crystallinity was evaluated in accordance with the peak height method of the diffractogram, as previ-

ously described in the literature [42]. The following formula may be employed:

C = 100 ·
I200 − Inon-cr

I200
,

where C – degree of crystallinity [ %], and I200 is the maximum peak intensity at the angle 2θ equal to 22 – 24 degrees.

Additionally, Inon-cr represents the diffraction intensity of the non-crystalline part, which is taken at the angle 2θ equal to

18 degrees between the peaks. The results calculated using this formula are presented in Table 2.

Thus, the conducted studies of regenerated cellulose LS-0, obtained by precipitation from its solutions in [BMIm]Cl,

show that there is a significant transformation of its structure. This is clearly observed during analysis using IR spec-

troscopy. These changes are fully observed in the results of TG analysis, which is expressed in a change of its thermal

stability. Moreover, for high concentrations, this parameter increases.
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TABLE 2. Degree of crystallinity of the regenerated cellulose under study

Sample Degree of crystallinity C ( %)

Initial cellulose LS-0 81.3

LS-0 2 % after dissolution in [BMIm]Cl 41.8

LS-0 8 % after dissolution in [BMIm]Cl 43.7

LS-0 14 % after dissolution in [BMIm]Cl 59.7

LS-0 20 % after dissolution in [BMIm]Cl 59.3

LS-0 26 % after dissolution in [BMIm]Cl 62.7

4. Conclusions

The study examined the physicochemical properties and morphological features of regenerated cellulose obtained

by precipitation in water from its solutions in [BMIm]Cl with concentrations from 2 to 26 %. It was found that when

the cellulose content in [BMIm]Cl was up to 8 %, significant morphological changes occurred, expressed in a significant

change in its infrared spectra and a decrease in thermal stability. With increasing concentration, the spectral characteristics

of the reconstituted cellulose approach the original LS-0. At the same time, the thermal stability increases significantly,

and at LS-0 concentration of 26 %, the temperature of maximum decomposition rate exceeds this parameter for pure

cellulose by more than 15 degrees. Thus, the study revealed significant changes in the structure of cellulose fibers that

occur during their dissolution in ionic liquid [BMIm]Cl and determine the physicochemical properties of the reconstituted

cellulose.
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ABSTRACT In this paper, the stability, geometric and electronic properties of boron doped small fullerenes

C20, C24, C28 were investigated using density functional theory (DFT) methods. Average bonds lengths were

calculated and the stability of optimized structures was estimated. An analysis of one-electron spectra and the

density of states (DOS) allowed us to define the mechanisms for the change in the band gap and to determine

the dependence of this parameter on the concentration of boron atoms. The established dependence of the

band gap on the concentration of impurity atoms suggests the possibility of controlling the refractive index

of the considered nanomaterials by doping with different concentrations of boron atoms, which indicates the

applicability of such an approach to the construction of heterostructures in general and photonic crystals in

particular. The obtained results can be useful for the fabrication of the novel optoelectronic devices which are

used in infocommunication systems for the manipulating and transformation of optical signals.
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1. Introduction

Improving the efficiency and reliability of information transmission systems is one of the most important vectors of

the development of modern infocommunication technologies. Information transmission technologies using visible light

as a signal carrier have become widespread. In this case, it is possible to implement a communication channel not only

based on optical fiber, but also wirelessly, the so-called Li-Fi. Optical fiber technology, characterized by extremely high

transmission capacity, the values of which can range from tens of Gbit/s to hundreds of Tbit/s [1–3], has now firmly

entered the modern world. Li-Fi technology is only developing and is not so widespread yet, but it is high promising and

is characterized by a sufficiently high transmission capacity and the possibility of application in air transport and medical

facilities where Wi-Fi cannot be used cause of safety issues [4–6]. The above methods of information transmission, of

course, require technical implementation using various optoelectronic devices. Heterostructures, and especially, photonic

crystals, can be a basis for the construction of such devices, for example, optical switches [7,8], filters [9–14], logic adders

and subtractors [15, 15–20], logic gates [21, 22].

Photonic crystals are structures characterized by a periodically (quasi-periodically) changing refractive index. The

concept of a photonic band gap, analogous to the concept introduced to describe the behaviour of electrons in solids

with a band gap, is used to describe the behaviour of photons in such structures. This corresponds to a certain range of

wavelengths (frequencies), and photons with a wavelength (frequency) value within this range are unable to pass through

a crystal [23–25]. The periodicity (or quasi-periodicity) of the refractive index changing determines the existence of

such zones. The distinction between one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D) photonic

crystals is made on the basis of whether the refractive index changes along one, two or three orthogonal vectors (Fig. 1).

It is also noteworthy that photonic crystals can be used to slow down optical pulses. Indeed, the speed of optical pulses

can be reduced by more than 100 times [26, 27].

The selection of appropriate materials for heterostructures fabrication and the implementation of the technological

process of its fabrication represent significant challenges. Carbon nanomaterials offer significant promise in this regard.

Researchers have constructed different composites with the periodically changing properties using carbon nanotubes [28–

34], graphene [35–41], and fullerenes [42–46]. These materials are advantageous, because structures with periodically

changing physicochemical properties based on them can be obtained by doping different regions with impurity atoms.

Boron atoms can act as an impurity, and this choice has a number of advantages: little distortion of the topology of the

nanostructure due to a relatively small difference in the atomic radii of boron and carbon atoms, a significant effect of
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FIG. 1. Schematic illustration of one-dimensional (a), two-dimensional (b) and three-dimensional (c)

photonic crystals consisting of two phases with different refractive indexes n1 and n2

even small amounts of impurity on the electronic properties of the material, and a well-established technology for doping

carbon materials with boron atoms [47, 48].

In previous studies [49, 50], the concept of refractive index control was proposed. It is based on the relationship

between the refractive index and the energy gap. By controlling the energy gap with the help of substituting boron atoms,

it becomes possible to control the refractive index. The problem of the influence of substitution of carbon atoms by boron

atoms in small fullerenes on electronic and optical properties is poorly studied. So, in the present work, we propose

to consider the physicochemical properties of small fullerenes C20, C24, C28 doped with boron atoms in the context of

heterostructures fabrication.

2. Materials and methods

2.1. Description of the investigation objects

The investigation objects were small fullerenes C20 with a point symmetry group Ih, C24 with a point symmetry group

D6d, C28 with a point symmetry group D2. The concentrations of boron impurities were 15, 25 and 50 %. The structures

corresponding to these concentrations were designated as BC5, BC3 and BC, respectively. The chosen concentrations are

not arbitrary: a similar approach is widely used for planar and tubular carbon nanostructures [49–53].

It should be noted that the case under consideration is more specific in that neither graphene nor carbon nanotubes

generally contain pentagons in their structure. The features of the structural characteristics of fullerenes lead to the devia-

tion from the strictly defined structures BC5, BC3 and BC that are observed in boron-carbon nanolayers and nanotubes. It

will be demonstrated subsequently that in BC5 C20 each boron atom is surrounded by either five or six carbon atoms; in the

BC5 nanotube, as indicated by the designation, there are precisely five carbon atoms around each boron atom. However,

when defects (vacancies) are introduced into the graphene structure and pentagonal fragments are formed, it is possible to

form fullerenes by convolution [54]. It is precisely due to this interconnectedness of various carbon nanostructures that it

is possible to extend the approach previously used for graphene and carbon nanotubes to fullerenes. In certain instances,

multiple variants of the mutual spatial arrangement of impurity atoms were contemplated, with the structures designated

as Type A and Type B, respectively.

2.2. Details of the computer modeling

The study was carried out using the methods of DFT [55] at the level of theory B3LYP/6-31G. 6-31G basis set

is widely used for computing structural and electronic properties of boron doped carbon nanostructures in modern stud-

ies [56,57]. The initial fullerenes were optimized, after which part of the carbon atoms were replaced by boron atoms, and

reoptimization was carried out. The geometry of the obtained structures was characterized by the average bond lengths

C–C dC–C, B–C dB–C and B–B dB–B. It was also calculated the value of the relative elongation of the C–C bond δdC–C:

δdC–C =
dC–C(doped)− dC–C(pure)

dC–C(doped)
· 100%, (1)

where dC–C(doped) is an average length of the C–C bond in doped fullerene, dC–C(pure) is an average length of the C–C

bond in pure one.

Important for possible practical applications is the determination of the stability of boron doped fullerenes. The

stability of the considered structures was evaluated by the bond energy Eb calculated by the formula

Eb = nE(C) +mE(B)− E(CnBm), (2)

where E(C) and E(B) are the energies of the isolated carbon and boron atoms, n and m are the numbers of the carbon

and boron atoms, E(CnBm) is the energy of the fullerene.

The next step in the investigation is the evaluation of the possibility of refractive index control by doping selected

small fullerenes with different concentrations of boron atoms. It should be noted here that the simplest way to change the

refractive index n in the framework of this problem is to change the band gap. Thus

n2 = Reε+ k2, (3)
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where ε is the permittivity, k is the imaginary component of the complex refractive index, which is responsible for

absorption.

The absorption α is determined by the conductivity of the sample σ according to the generally accepted formula:

α = σ/cnε0, (4)

where c is the speed of light and ε0 is a permittivity of a vacuum. The relationship between conductivity and the band gap

∆Eg is well-known:

σ∼ exp(−∆Eg/2kBT ), (5)

where kB is the Boltzmann constant, T is a temperature. All above described allows to control the refractive index of the

nanostructures under consideration.

The band gap ∆Eg was estimated as the difference between energy of the lowest unoccupied molecular orbital ELUMO

(the bottom of the conduction zone) and the energy of the highest occupied molecular orbital EHOMO (the maximum of

the valence band):

∆Eg = ELUMO − EHOMO. (6)

Such simple way of estimation of the band gap is suitable for heteroatom doped carbon nanostructures [58, 59].

In the case of spin degeneration of electronic states, the energy values of molecular orbitals corresponding to both

the spin-up state (alpha orbitals) and the spin-down state (beta orbitals) were considered. The band gap is calculated

separately for each type of orbital. The one-electron spectra and DOS were constructed using the GaussSum program [60].

The analysis of the charge distribution was carried out on the basis of calculations of the values of atomic partial charges

according to Mulliken [61].

It should be noted that the values of some estimated parameters for different types of structures corresponding to

the same concentration of impurity atoms were not considered separately, but rather, their average values were taken.

Therefore, if no indication is given that a parameter value pertains to a specific structure type (e.g., A or B), the value in

question represents the average.

3. Results and discussion

3.1. Geometry and stability

Optimized geometries of the pure and doped small fullerenes C20, C24, C28 are represented in the Fig. 2.

FIG. 2. Optimized geometries C20 (a), BC5 C20 (b), BC3 C20 (c), BC C20 type A (d), BC C20

type B (e), C24 (f), BC5 C24 (g), BC3 C24 type A (h), BC3 C24 type B (i), BC C24 type A (j), BC

C24 type B (k), C28 (l), BC5 C28 (m), BC3 C28 (n), BC C28 (o)

It was found that with the addition of 15 % of impurity atoms, the C–C bond length increases by 0.5 % in the case of

fullerene C24; for the rest of the considered fullerenes, this value practically does not change and the absolute value of the

elongation is several hundredths of a percent or less. An increase in the concentration of boron atoms leads to a decrease

in the average C–C bond length for C20 and C28 fullerenes, as evidenced by the monotonously decreasing nature of the

dependence of the elongation on concentration and negative values of this value over the entire concentration range from

15 to 50 % (Fig. 3a). In the case of fullerene C24, the elongation value is observed to lie in the positive region of the graph

between 15 % and approximately 20 % of the concentration of boron atoms. Upon further increase in the concentration
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of the impurity, the observed dependence is found to be consistent with that observed in the case of the other fullerenes

under consideration. Based on the dependence of the average length of the B–C bond on the concentration of boron atoms

(Fig. 3b), an increase in this indicator is observed with increasing concentration, reaching a maximum in the concentration

range from 30 to 40 % of the impurity and then decreasing. Neighboring boron atoms take place only in BC structures,

and the dB–B parameter is only applicable to these. For BC C20 and BC C24 fullerenes, the average B–B bond length is

on the order of 1.70 – 1.75 Å, depending on the type of structure. This value is 0.10 – 0.15 Å longer than the average

B–C bond length and approximately 0.20 Å longer than the average C–C bond length in BC C20 and BC C24. In BC

C28 fullerene, the value of the average bond length of B–B is more than 2.60 Å, which is 1.00 – 1.20 Å longer than the

average bond length of B–C and C–C in it. This is manifested in the appearance of octagons in the structure (Fig. 4),

which, hypothetically, could facilitate the intercalation process of this kind of material by atoms and molecules. This is

due to the fact that the potential barrier overcome by the particle during the intercalation process is lower for an octagon

than for a pentagon or hexagon.

FIG. 3. The dependences of the relative elongation (a) and the average length of the B–C bond (b) on

the concentration of boron atoms

FIG. 4. Three octagons that take place in the BC C28 structure; atoms forming octagons are highlighted

by yellow (carbon) and blue (boron) colors

Let us turn to the consideration of the stability of boron doped small fullerenes. The binding energy in such systems

decreases monotonously with increasing impurity concentration (Fig. 5), respectively, pure fullerenes are more stable.

However, the positive values of the binding energy over the entire concentration range under consideration indicate the

possibility of their practical production, as well as the benefits of being in these states compared to being in the state of

isolated carbon and boron atoms. Interestingly, the different spatial arrangement of boron atoms often has little effect on

stability. The binding energies of different types corresponding to the same concentration differ by 0.22 – 0.43 %.

3.2. The influence of the concentration of the boron impurity on the band gap

Having considered the geometric and stability-related issues, we shall now turn our attention to the electronic prop-

erties of boron doped fullerenes. The following section will examine the relationship between the band gap of these

nanostructures and the concentration of impurity atoms (Fig. 6).
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FIG. 5. The dependence of the binding energy on the concentration of boron atoms

In the case of fullerene C20, the addition of 15 % of the impurity leads to an increase in the band gap to a value of

3.007 eV for the spin-up electronic states. For the spin-down states, an increase is also observed, but relatively small, by

0.126 eV compared to the initial structure. In the region of 15 % of the impurity concentration, the maximum value of

the band gap is observed for both spin-up and spin-down states. In the range from 15 to 50 %, the function decreases

monotonously. For the spin-up states, the band gap of the BC3 C20 structure still has a greater value of the band gap

compared to pure C20; for the spin-down states, a different situation is observed – the band gap is smaller compared to

the original structure. In BC C20 fullerenes of both types, the electronic states are non-degenerate in spin, respectively,

the band gaps for the spin-up and spin-down states are identical. The addition of 50 % of the impurity leads to a decrease

in the band gap compared to the initial fullerene by 0.195 – 0.316 eV, depending on the spatial arrangement of the atoms.

Consider the case of fullerene C24. For the pure variant, the band gap is 1.864 eV. It is noteworthy that the electronic

states for all its derivatives considered are non-degenerate in spin. The addition of 15 and 25 % of impurity boron atoms

increases the band gap; the addition of 50 %, as in the case of C20, leads to its decrease to values of 1.801 eV (for type A)

and 1.531 eV (for type B), i.e. up to 1.666 eV, if we take the average value.

For fullerene C28, spin degeneracy is observed only in the case of the BC3 C28 structure. The addition of 15 and

50 % impurities of boron atoms makes it possible to decrease the band gap to values of the order of 1.30 eV. The addition

of 25 % of the impurity leads to an increase of the band gap. The values of this parameter for the spin-up and spin-down

states differ by 3.6 %.

3.3. Analysis of the one-electron spectra, DOS and PDOS

Following an overview of the general patterns of change in the band gap during doping of small fullerenes, it is

essential to examine the processes occurring with the electronic structure in greater detail. The objective of this analysis

is to examine the single-electron spectra and DOS for each nanosystem in greater detail.

Consider the case of fullerene C20. The comparison is made with a pure structure (Fig. 7a). An increase in the band

gap for the BC5 C20 case (Fig. 7b) for the spin-up states is associated with an increase in the bottom of the conduction

band of 0.314 eV and a decrease in the top of the valence band of 0.860 eV. For the spin-down states there is a decrease in

the top of the valence band by 1.070 eV, but at the same time there is a decrease in the bottom of the conduction band by

0.944 eV – these two processes have opposite effects on the band gap. Thus, in spin-down states, a decrease in the bottom

of the conduction band partially compensates for a decrease in the top of the valence band, so the increase in the band gap

is not as significant as in spin-up states.

We will now proceed to examine the BC3 C20 structure (Fig. 7c). In this case, two processes are observed for

both the spin-up and spin-down states: a decrease of the top of the valence band and a decrease of the bottom of the

conduction band. The values of the top of the valence band are essentially identical for the various types of states under

consideration, with a maximum difference of approximately 0.10 %. The value of the conduction band bottom for spin-up

states is 0.979 eV higher than that for spin-down states. The decrease in the bottom of the conduction band for spin-down

states is greater in absolute value than the decrease in the top of the valence band, which ensures a decrease in the band

gap compared to the initial structure. In contrast, for spin-up states, the decrease in the bottom of the conduction band
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FIG. 6. The dependence of the band gap on the concentration of boron atoms; in the brackets it is the

type of orbitals used for calculation of the band gap

is less significant in absolute value than the decrease in the top of the valence band, and therefore the band gap have the

greater value than in pure C20.

The qualitative mechanisms observed in the structures of fullerene C20 with a 50 % boron impurity (Fig. 7d,e) are

analogous to those observed in the structures with a 25 % impurity. These include a decrease of the bottom of the

conduction band and a decrease of the top of the valence band. However, in this case, the decrease in the bottom of the

conduction band is fully compensated for by the decrease in the top of the valence band, resulting in a further narrowing

of the band gap for both type A and type B structures. A comparison of the two structures reveals that the band gap of

type A is 0.121 eV smaller than that of type B.

We now turn to materials based on fullerene C24 (Fig. 8). In the case of BC5 C24 (Fig. 8b), there is an increase in

the valence band top of 0.269 eV, while the bottom of the conduction band increases by 0.355 eV. Consequently, the band

gap is observed to increase by 0.086 eV.

An increase in the impurity concentration to 25 % (Fig. 8c,d) results in an increase in the band gap to 2.130 eV for a

type A structure and to 2.216 eV for a type B structure. In the case of a type A structure, there is an increase in the bottom

of the conduction band and a relatively insignificant (approximately 0.30 %) decrease in the top of the valence band. It is

evident that these processes are responsible for the observed increase in the band gap. In the case of a type B structure,

a decrease is observed in both the bottom of the conduction band and the top of the valence band. A sufficiently large

decrease in the top of the valence band by 0.511 eV results in an increase in the band gap. Conversely, a decrease in the

conduction band bottom by 0.159 eV partially compensates for this.

The decrease in the band gap in BC C24 structures (Fig. 8e,f) is determined by a decrease in the bottom of the

conduction band. The positions of the bottom of the conduction band in structures of type A and type B differ by 0.72 %,

however, the band gaps differ by 17.6 %. This is due to a stronger decrease in the top of the valence band in the type A

structure, while in the type B structure it is not so significant.

Further we will examine a number of different variants of boron doped fullerene C28 (Fig. 9). Upon doping C28 with

15 % of the impurity of boron atoms (Fig. 9b), the top of the valence band increases by 0.470 eV and the bottom of the

conduction band increases by 0.210 eV. Therefore, the band gap is decreased by 0.260 eV. An increase in the band gap

in the case of the BC3 C28 structure (Fig. 9c) for both spin-up and spin-down states is associated with a more significant

increase in the bottom of the conduction band relative to an increase in the top of the valence band. For the BC C28

structure (Fig. 9d), a decrease in the band gap is realized due to the same mechanisms as in the case of BC5 C28, i.e. due

to a more significant increase in the top of the valence band relative to a smaller increase in the bottom of the conduction

band. However, if in the case of BC5 C28, there was an increase in the bottom of the conduction band by 4.60 %, then

here it was only by 0.62 %. At the same time, in the case of BC5 C28, there was an increase in the valence band top by

7.63 %, and in the case of BC C28 – by 4.95 %. As a result, the values of the band gap for structures with 15 and 50 %

impurities differ slightly (by 1.28 %).

3.4. Charge distribution analysis

The analysis of the charge distribution showed that in all the considered cases, the electron density shifts from boron

atoms to carbon atoms. A similar pattern also occurs for other carbon nanostructures: nanotubes [50] and nanolayers [51].
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FIG. 7. One-electron spectra and total DOS of the C20 (a), total DOS (green curve) and partial DOS of

boron atoms (blue curve) of the BC5 C20 (b), BC3 C20 (c), BC C20 type A (d), BC C20 type B (e)

We denoted the average charge on carbon atoms as Q(C), on boron atoms – Q(B). For the case of fullerene C20, the

maximum average charge on boron atoms is observed at an impurity concentration of 15 % and is 0.313; with increasing

concentration, this indicator decreases monotonously. For BC C20 structures, the difference in the considered indicator for

the two types is 1.7 %. The average charge on carbon atoms also decreases monotonously with increasing concentration,

from −0.055 for BC5 C20 to −0.242 for BC C20 type A and −0.238 for type B. For boron doped fullerene C24, the spatial

arrangement of boron atoms is crucial. At an impurity concentration of 15 %, the average charge on boron atoms is 0.308.

When switching to a concentration of 25 %, two options are possible: a decrease in this indicator by 19.8 % for type A

and an increase by 6.4 % for type B. The difference in the value of the average charge on boron atoms for the two types of

structures is 24.9 %. The average charge on carbon atoms decreases from −0.062 for BC5 to −0.082 for BC3 C24 type A

and −0.110 for type B. In the case of a 50 % impurity concentration, the average charge on boron atoms is 0.243 for type

A and 0.257 for type B; here, too, the minimum average charge on carbon atoms for all considered C24-based structures
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FIG. 8. One-electron spectra and total DOS of the C24 (a), total DOS (green curve) and partial DOS of

boron atoms (blue curve) of the BC5 C24 (b), BC3 C24 type A (c), BC3 C24 type B (d), BC C24 type

A (e), BC C24 type B (f)
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FIG. 9. One-electron spectra and total DOS of the C28 (a), total DOS (green curve) and partial DOS of

boron atoms (blue curve) of the BC5 C28 (b), BC3 C28 (c), BC C28 (d)

is −0.243 for type A and −0.257 for type B. In the case of fullerene C28, the maximum average charge on boron atoms

is for the BC3 structure and is 0.337; for BC5 and BC, the values of this parameter are 0.334 and 0.263, respectively. The

average charge on carbon atoms decreases monotonously from −0.056 for BC5 to −0.263 for BC.

Table 1 presents a compilation of the values of all the physical quantities discussed in the work.

4. Conclusion

In the present work optimized structures of boron doped small fullerenes C20, C24, and C28 with concentrations of

the impurity of boron atoms of 15, 25, and 50 % were obtained. The study of their stability, geometric and electronic

properties was carried out by calculations performed using methods of DFT. Single-electron spectra and DOS were also

obtained for all the structures considered.

Thus, it was found that small fullerenes doped with boron atoms remain stable enough for their practical production.

In the vast majority of cases, the substitution of carbon atoms with boron atoms leads to a decrease in the length of the

C–C bond. At the same time, the B–C and B–B bonds formed have a longer length compared to C–C. The doping of the

fullerene C28 with 50 % of the boron atoms impurity leads to a sufficiently strong distortion of its geometric structure and

the appearance of octagons in it.

The possibility of obtaining materials with different band gap widths from 1.311 to 3.007 eV by doping of the

considered small fullerenes with different concentrations of boron atoms was established. The change in this parameter

is associated with the restructuring of the electronic structure, the displacement of the bottom of the conduction band and

the top of the valence band. If in fullerenes C20 and C24 the determining process leading to a decrease in the band gap

was a decrease in the bottom of the conduction band, then in the case of fullerene C28 this was determined by an increase

in the top of the valence band. For all the considered nanostructures, it was established that the addition of 50 % of the

impurity of boron atoms leads to a decrease in the band gap. This may be due to the fact that the average charge on carbon

atoms and boron atoms in them is equal in modulus.

Ultimately, the present work demonstrated the possibility of controlling the refractive index of nanomaterials based

on small fullerenes by changing the band gap by doping the material with boron atoms. Thus, it is possible to construct
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TABLE 1. Geometric and electronic properties of boron doped small fullerenes C20, C24, C28. dC–C –

an average length of the C–C bond, dB–C – an average length of the B–C bond, dB–B – an average length

of the B–B bond, Eb – binding energy, ELUMO – energy of the lowest unoccupied molecular orbital,

EHOMO – energy of the highest occupied molecular orbital, ∆Eg – band gap, Q(C) – an average charge

on carbon atoms, Q(B) – an average charge on boron atoms

Structure dC–C, Å dB–C, Å dB–B, Å Eb, eV ELUMO, eV EHOMO, eV ∆Eg , eV Q(C) Q(B)

C20 1.4636 — — 155.67 –3.568 –5.401 1.833 0.000 —

BC5 C20 1.4636 1.5627 — 148.48
–3.254 (α)

–4.512 (β)

-6.261 (α)

–6.471 (β)

3.007 (α)

1.959 (β)
–0.055 0.313

BC3 C20 1.4578 1.5883 — 142.71
–4.034 (α)

–5.013 (β)

–6.719 (α)

–6.726 (β)

2.685 (α)

1.713 (β)
–0.086 0.258

BC C20 type A 1.4387 1.5851 1.7120 124.15 –4.208 –5.725 1.517 –0.242 0.242

BC C20 type B 1.4247 1.5881 1.7056 124.43 –4.384 –6.022 1.638 –0.238 0.238

C24 1.4651 — — 190.22 –4.146 –6.010 1.864 0.000 —

BC5 C24 1.4725 1.5448 — 179.13 –3.791 –5.741 1.950 –0.062 0.308

BC3 C24 type A 1.4586 1.5703 — 175.07 –3.900 6.030 2.130 –0.082 0.247

BC3 C24 type B 1.4543 1.5773 — 175.46 –4.305 –6.521 2.216 –0.110 0.329

BC C24 type A 1.4334 1.5778 1.7409 152.10 –4.555 –6.356 1.801 –0.243 0.243

BC C24 type B 1.4349 1.5860 1.6942 151.45 –4.522 –6.053 1.531 –0.257 0.257

C28 1.4579 — — 225.95 –4.569 –6.157 1.588 0.000 —

BC5 C28 1.4575 1.5631 — 214.13 –4.359 –5.687 1.328 –0.056 0.334

BC3 C28 1.4556 1.5713 — 206.03
–3.948 (α)

–4.227 (β)

–5.844 (α)

–6.054 (β)

1.896 (α)

1.827 (β)
–0.112 0.337

BC C28 1.4043 1.5638 2.6052 182.82 –4.541 –5.852 1.311 –0.263 0.263

heterostructures in general and photonic crystals in particular based on considered nanostructures. This opens up new

opportunities for creating new and improving existing optoelectronic devices that can find their application in modern

infocommunication systems.
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Свободная энергия и энтропия конструктивных мер Гиббса для модели Изинга 

на дереве Кэли порядка три 

М.М. Рахматуллаев, З.А. Бурхонова 

 

В этой статье мы изучаем нетрансляционно-инвариантные конструктивные меры 

Гиббса для модели Изинга на дереве Кэли третьего порядка, которые отличаются от 

известных мер Гиббса. Приведены условия для существования по крайней мере двух 

различных мер Гиббса, который определяют существование фазового перехода. Вычислены 

свободные энергии и энтропии для найденных мер. Полученные свободные энергии и 

энтропии сравниваются с известными результатами, и показано, что они отличаются от 

свободных энергии и энтропии для других мер Гиббса. 

 

Ключевые слова:  дерево Кэли, модель Изинга, мера Гиббса, свободная энергия, 

энтропия. 

 

 

Теоретическое исследование эффективного g-фактора квантовой проволоки Cd1-

xMnxTe при комбинированном воздействии приложенного магнитного поля, спин-

орбитальной связи и обменных эффектов 

Мохаммад Эльсаид, Диана Далиах, Айхам Шаер, Махмуд Али 

 

В этой статье формула энергии для носителя заряда (e), заключенного в квантовой яме 

разбавленного магнитного полупроводника (DMS) QW, изготовленной из Cd1-xMnxTe, 

получена и использована для расчета плотности состояний (DOS) и g-фактора Ланде. 

Исследуются уровни Ландау в квантовой проволоке, помещенной в однородное магнитное 

поле вдоль ее оси, с учетом наличия спин-орбитального взаимодействия Рашбы и обменного 

эффекта. Эти эффекты изменили DOS и уровни Ландау. Исследуется g-фактор электрона для 

самого низкого состояния. Наши результаты показывают, что g-фактор сильно зависит от 

комбинированных эффектов магнитного поля и величины спин-орбитального 

взаимодействия Рашбы. G-фактор может изменяться в широком диапазоне значений для 

объемного значения от 2 до 300, что делает его хорошим кандидатом для спинтронных 

приложений. 

 

Ключевые слова: g-фактор Ланде; эффект Рашбы; магнитное поле, плотность 

состояний. 

 

 

Влияние конструкции SiC MOSFET на его сопротивление открытого канала и 

пробивное напряжение 

О.Б. Чуканова, К.А. Царик 

 

Аннотация: Для повышения эффективности схем на основе SiC MOSFET необходимо 

увеличивать их удельные токи и надежность, соответственно, необходимо уменьшать 

сопротивление транзистора в открытом состоянии и увеличивать их пробивное напряжение. 

Для достижения этих целей исследованы зависимости электрофизических характеристик 

транзистора от его конструктивно-технологических особенностей при помощи Sentaurus 

TCAD. Показано, что для увеличения токов транзистора необходимо уменьшать длину 

канала, расстояние между р-базами истоков транзистора и создавать JFET область. Для 

увеличения пробивного напряжения прибора предложено увеличивать степень легирования 

области дрейфа, а также предложена новая конструкция транзистора, которая позволит 

получать приборы с пробивным напряжением различных номиналов до 2500 В. 
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Исследование усиления фемтосекундного лазера в кристаллах MgO:LiTaO₃ с 

периодическими нелинейными свойствами 

О.И. Собиров, А.Э. Раджабов, А.Р. Матназаров, 

Б.Х. Эшчанов, Ш. Отажанов, У.К. Сапаев 

 

В данной работе представлено теоретическое исследование процесса 

параметрического усиления оптического излучения в кристаллах с периодической 

модуляцией квадратичной нелинейной восприимчивости на примере MgO:LiTaO₃. Особое 

внимание уделено анализу влияния основных факторов, таких как линейное поглощение и 

дисперсия, на эффективность процесса. Установлено, что в инфракрасном спектральном 

диапазоне эффекты линейного поглощения и дисперсии существенно влияют на 

коэффициент усиления сигнальной волны, определяя динамику перераспределения энергии 

и спектральные характеристики получаемого излучения. В исследовании предложен новый 

подход к оптимизации длины домена относительно длины когерентности, что позволило 

достичь эффективности до 18% за счет точной настройки, превосходящей ранее 

опубликованные результаты для аналогичных материалов. Полученные результаты имеют 

важное значение для оптимизации параметров нелинейных кристаллов, разработки 

эффективных схем параметрического усиления и создания перспективных оптических 

устройств, работающих в инфракрасном диапазоне. 

 

Ключевые слова: параметрическое усиление, нелинейный кристалл MgO:LiTaO₃, 

инфракрасный диапазон, лазерные технологии, нелинейная оптика, квазифазовое 

согласование. 

 

 

Быстрое развитие адиабатической квантовой динамики: применение к плоским 

системам Дирака 

И. Сетиаван, Р. Экавита, Р. Сугихаким, Б.Э. Гунара 

 

Мы изучаем схему ускоренной адиабатической квантовой динамики (2+1) 

дираковской частицы. Эта схема была первоначально предложена Масудой и Накамурой. В 

этой схеме мы включаем адиабатический параметр, который поддерживает адиабатическое 

движение частицы, и ускоряем ее движение вперед, вводя параметр масштабирования 

времени. Ускоренное адиабатическое состояние вперед получается путем определения члена 

регуляризации и движущего потенциала. Мы вводим предлагаемый метод в систему с 

дираковской частицей, используя зависящее от размерности времени уравнение Дирака 

(2+1), и получаем член регуляризации, движущий скалярный потенциал и движущий 

векторный потенциал. Настраивая движущее электрическое поле, этот метод может ускорить 

адиабатическую динамику электрона как дираковской частицы, захваченной в основном 

состоянии в плоскости  xy и электрическом поле в направлении x и постоянном магнитном 

поле в направлении  y. Это ускорение сохранит основное состояние волновой функции от 

начального до конечного момента времени. 

 

Ключевые слова: ускоренное развитие, адиабатический, плоский Дирак 
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Эффект электрон-фононного взаимодействия на первом возбужденном уровне 

энергии гауссовой квантовой точки GaAs 

Сома Мукхопадхьяй, Ч. Видьюллата, Пуджа Саини, Захид Малик 

 

Эффект электрон-фононного взаимодействия на первом возбужденном состоянии 

трехмерной полярной полупроводниковой квантовой точки с гауссовым ограничением 

изучается с использованием теории возмущений Рэлея-Шредингера второго порядка. 

Аналитическое выражение для поляронной поправки первого возбужденного состояния 

получено в правдоподобном приближении. Показано, что эта энергия зависит как от силы, 

так и от диапазона гауссова потенциала. Наконец, наша теория применяется к квантовой 

точке GaAs, и показано, что поляронный эффект на первом возбужденном уровне может 

быть значительно большим, если размер точки мал. Поскольку информация о возбужденных 

состояниях важна для изучения явлений декогеренции, наши результаты могут быть полезны 

для обработки квантовой информации. 

 

Ключевые слова: электрон-фононное взаимодействие; первое возбужденное 

состояние; квантовая точка GaAs. 

 

 

Свойства многомодовых фазово-усредненных когерентных состояний 

М.С. Гусельников, А.А. Гайдаш, Г.П. Мирошниченко, А.В. Козубов 

 

Фазово-усредненные когерентные состояния широко используются в протоколах 

квантового распределения ключей с ложными состояниями и фазовым кодированием. С 

точки зрения развития архитектуры квантовых протоколов важно понимать, может ли 

фазовое усреднение осуществляться на произвольном этапе оптической схемы без влияния 

на информационные свойства квантовой системы. В настоящей работе с помощью 

формализма алгебры супероператоров показано, что фазовое усреднение двухмодового 

когерентного состояния коммутирует с линейными оптическими преобразованиями. Это 

означает, что фазовое усреднение может осуществляться практически на любом этапе 

оптической установки. Продемонстрировано, что граница Холево для такого состояния 

совпадает с границей Холево для обычных когерентных состояний, имея в виду, что граница 

Холево является количественной мерой максимального объема информации, доступного для 

злоумышленника. Полученные результаты указывают на то, что фазовое усреднение может 

быть напрямую применено к системам распределения квантовых ключей на боковых 

частотах. 

 

Ключевые слова: когерентные состояния, фазовая рандомизация, фазово-усредненные 

когерентные состояния, квантовое распределение ключей, граница Холево, квантовое 

распределение ключей на боковых частотах 

 

 

Оптимальность линейного вакансионного дефекта для нуклеации скирмионов 

М.Н. Поткина, И.С. Лобанов 

 

Магнитные скирмионы открывают перспективу создания сверхплотных и 

энергоэффективных устройств памяти, однако их эффективная запись остается сложной 

задачей. Используя атомистическое спиновое моделирование и расчёты путей с 

минимальным перепадом энергии в пленке PdFe/Ir(111), мы показали, что нанесение 

линейных цепочек из четырёх атомных вакансий почти вдвое снижает барьер нуклеации 

скирмиона — до 44,7 мэВ при 3,75 Тл — по сравнению с 85 мэВ в образце без примесей. 

Линейные дефекты являются наилучшим решением за счёт того, что они исключают области 

с высокой энергией в ядре во время создания скирмиона, при этом минимально нарушая его 
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внешнее окружение с плотностью отрицательной энергии при депиннинге. Этот эффект, 

обусловленный геометрией, основан только на общих профилях плотности энергии, что 

делает его широко применимым ко всем материалам, способным поддерживать скирмионы. 

 

Ключевые слова: теория переходного состояния, топологические магнитные 

солитоны, зарождение, беговая память 

 

 

Магнитная структура доменных границ в напряженных цилиндрических 

проводах 

К.А. Чичай, И.С. Лобанов, В.М. Уздин 

 

Мы исследуем внутреннюю структуру и динамику поперечных доменных границ в 

аморфных, напряженных ферромагнитных микропроводах, сравнивая две модели 

магнитоупругой анизотропии. В полной модели все три основные компоненты напряжений 

(осевая, радиальная, циркулярная), полученные из реалистичного профиля напряжений, 

преобразуются в пространственно изменяющиеся анизотропии; в редуцированной модели 

сохраняется только доминирующая компонента напряжения в каждой радиальной области. 

Микромагнитное моделирование показывает, что редуцированная модель создает 

преувеличенные периферические отклонения — более сильные радиальные проекции 

намагниченности и более глубокое проникновение возмущенного слоя — по сравнению с 

полной моделью. Энергетический анализ показывает, что исключение недоминантных 

анизотропий приводит к недооценке взаимодействий доменной границы с дефектами и 

резкому, похожему на оболочку радиальному упорядочению при более высоких значениях 

поверхностной анизотропии. 

Кроме того, расчеты диссипации, основанные на подходе Тиля, показывают, что 

сокращенная модель переоценивает скорость доменной границы до 50%. Эти результаты 

демонстрируют, что включение полного тензора напряжений необходимо для точного 

прогнозирования как статических профилей доменных границ, так и их динамического 

отклика в напряженных микропроводах. 

 

Ключевые слова: Доменная граница, цилиндрические системы, аморфные 

ферромагнитные микропровода, микромагнетизм, магнитоупругая анизотропия, внутренние 

механические напряжения. 

 

 

Субпуассоновский свет в бозонных каналах с флуктуирующими тепловыми 

потерями 

И. Степанов, Р. Гончаров, А.Д. Киселев 

 

Мы изучаем статистику фотонов одномодового субпуассоновского света, 

распространяющегося в тепловом бозонном канале с потерями и флуктуирующим 

пропусканием, который можно рассматривать как зависящую от температуры модель 

турбулентной атмосферы. Предполагая, что дисперсия пропускания может быть выражена 

через параметр силы флуктуации, мы показываем, что статистика фотонов света остается 

субпуассоновской при условии, что усредненный коэффициент пропускания превышает свое 

критическое значение. Критический коэффициент пропускания аналитически вычисляется 

как функция параметров входных состояний, температуры и силы флуктуации. Результаты 

применяются для изучения особых случаев одномодовых сжатых состояний и нечетных 

оптических состояний кота Шредингера. 

 

Ключевые слова: субпуассоновский свет; флуктуации; бозонный канал. 
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Эпоксид-индуцированный синтез аэрогелей германия в уксусной кислоте 

Ольга Гайтко, Светлана Голодухина, Сергей Котцов, Александра Сон, 

Таисия Козлова, Александр Баранчиков 

 

Предложен новый метод золь-гель синтеза аэрогелей германия без участия 

алкоксидов. Метод основан на гидролизе GeCl4 пропиленоксидом в концентрированной 

уксусной кислоте, используемой в качестве растворителя. Предложенный способ позволяет 

получать монолитные аморфные аэрогели германия, состоящие из трехмерной сетки 

наноразмерных (⁓ 20 нм) частиц и обладающие удельной площадью поверхности около 80 

м2/г. Добавление соляной кислоты в реакционную смесь приводит к получению 

нанокристаллических аэрогелей GeO2 (гексагональная сингония). Синтезированные 

материалы были охарактеризованы методами рентгеновской дифракции, ИК-и КР-

спектроскопии, сканирующей электронной микроскопии и низкотемпературной адсорбции 

азота.  

 

Ключевые слова: золь-гель синтез, диоксид германия, оксид пропилена, 

сверхкритическая сушка 

 

 

Нанотрубки TiO2, модифицированные оксидом кадмия, для фотоэлектрокатали-

тического окисления спиртов 

В.А.Гринберг, В.В.Емец, А.В.Шапагин, А.А.Аверин, А.А.Ширяев 

 

Электроды из нанотрубок TiO2 (TNT) были изготовлены электрохимическим 

анодированием титана в электролите на основе этиленгликоля с добавлением NH4F (0,5 мас. 

%) и воды (2 мас. %). Композит (TNT)–оксид кадмия (CdO) был изготовлен с 

использованием потенциостатического катодного осаждения. Структурные свойства 

полученных покрытий были исследованы методами сканирующей электронной микроскопии 

и рентгеновской фотоэлектронной спектроскопии, спектроскопии комбинационного 

рассеяния, рентгеновской дифракции и просвечивающей электронной микроскопии. 

Электрод TNT-CdO демонстрирует высокую эффективность в фотоэлектрохимической 

деградации метанола, этиленгликоля, глицерина и сорбитола в водных растворах 0.1 М 

Na2SO4 при облучении эмитатором солнечного света. Наибольшие токи фотоокисления 

получены для сорбитола. Методом спектроскопии фототока с модуляцией интенсивности 

показано, что эффективность фотоэлектрокатализа обусловлена подавлением рекомбинации 

электронно-дырочных пар и увеличением скорости фотоиндуцированного переноса заряда. 

Таким образом, композит TNT-CdO является эффективным фотоанодом для разработки 

технологии фотоэлектрохимической деградации сорбитола и других спиртов — побочных 

продуктов производства биотоплива. 

 

Ключевые слова: Нанотрубки ˑ композита TiO2–CdO, метанол, этиленгликоль, 

глицерин, фотоэлектрокаталитическое окисление, сорбитол. 

 

 

Исследование морфологических особенностей и термической стабильности 

регенерированной древесной целлюлозы из ее растворов в [BMIm]C 

М.Г. Михалева, С.В. Усачев, А.С. Веденкин, М.И. Иким, 

Г.Г. Политенкова, С.М. Ломакин. 

 

Проведены исследования морфологических особенностей регенерированной 

древесной целлюлозы ЛС-0, полученной из ее растворов в [BMIm]Cl в диапазоне 

концентраций от 2% до 26%. Обнаружено, что при концентрациях ЛС-0 до 8% в [BMIm]Cl 

на термограммах наблюдается снижение ее термической стабильности с одновременным 
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увеличением коксового остатка. В образцах регенерированной целлюлозы, полученной из 

растворов с содержанием ЛС-0 14% и более, на дифференциальных термогравиметрических 

кривых (DTG) наблюдаются два максимума. Это явление было объяснено присутствием двух 

фаз, образующихся в процессе растворения-регенерации. Методами ИК-спектроскопии и 

рентгеноструктурного анализа показано влияние [BMIm]Cl на морфологию 

регенерированной целлюлозы.  

 

Ключевые слова: целлюлоза, ионные жидкости, термогравиметрия, ИК-

спектроскопия, рентгеноструктурный анализ. 

 

 

Допированные бором малые фуллерены C20, C24, C28 как основа для 

формирования фотонных кристаллов 

А. Р. Эль Занин, С. В. Борознин, И. В. Запороцкова 

 

В настоящей работе методами теории функционала плотности были исследованы 

стабильность, геометрические и электронно-энергетические свойства допированных бором 

малых фуллеренов C20, C24, C28. Были определены средние длины связей оптимизированных 

структур, содержащих различное количество примесных атомов бора, оценена их 

стабильность. По полученным одноэлектронным спектрам и плотности состояний удалось 

определить механизм изменения ширины запрещенной зоны для каждой структуры. 

Установленная зависимость ширины запрещенной зоны от концентрации атомов примеси 

позволяет говорить о возможности управления показателем преломления рассматриваемых 

наноматериалов путем допирования различными концентрациями атомов бора, что 

свидетельствует о применимости подобного подхода для конструирования фотонных 

кристаллов. Полученные результаты могут быть полезны для создания новых оптических и 

оптоэлектронных устройств, применяемых в инфокоммуникационных системах для 

регулирования и преобразования оптического сигнала. 

 

Ключевые слова: малые фуллерены, теория функционала плотности, ширина 

запрещенной зоны, плотность состояний, фотонные кристаллы. 
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